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Notices

This information was developed for products and services offered in the U.S.A.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area. Any
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product,
program, or service may be used. Any functionally equivalent product, program, or service that does not
infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to
evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document. The
furnishing of this document does not give you any license to these patents. You can send license inquiries, in
writing, to:

IBM Director of Licensing, IBM Corporation, North Castle Drive, Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such
provisions are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION
PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of
express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. IBM may make
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time
without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring
any obligation to you.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. IBM has not tested those products and cannot confirm the
accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the
capabilities of non-IBM products should be addressed to the suppliers of those products.

This information contains examples of data and reports used in daily business operations. To illustrate them
as completely as possible, the examples include the names of individuals, companies, brands, and products.
All of these names are fictitious and any similarity to the names and addresses used by an actual business
enterprise is entirely coincidental.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming
techniques on various operating platforms. You may copy, modify, and distribute these sample programs in
any form without payment to IBM, for the purposes of developing, using, marketing or distributing application
programs conforming to the application programming interface for the operating platform for which the sample
programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore,
cannot guarantee or imply reliability, serviceability, or function of these programs.
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Preface

This IBM® Redbooks® publication consolidates, in one document, detailed descriptions of
the hardware configurations and options offered as part of the DS4000® series of storage
servers. This edition covers updates and additional functions available with the DS4000
Storage Manager Version 10.30 (firmware level 7.15).

The book presents the concepts and functions used in planning and managing the DS4000
storage servers. Concepts such as multipathing and path failover are discussed. This book
offers a step-by-step guide to using the Storage Manager to create arrays, logical drives, and
other basic (as well as advanced) management tasks.

This publication also contains practical information about diagnostics and troubleshooting,
and includes practical examples of how to use scripts and the command-line interface.

This book covers the Copy Services premium features and their implementation and usage. It
also discusses how to boot servers from storage area network (SAN) attached DS4000 disks
(SAN boot).

This publication is intended for customers, IBM Business Partners, and IBM technical
professionals who want to learn more about the capabilities and advanced functions of the

DS4000 series of storage servers with Storage Manager Software 10.30. It also targets those
who have a DS4000 storage system and need detailed advice on how to configure it.

The team that wrote this book

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, San Jose Center.
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Figure 1 The team: Corne, Mahendran, Sangam, and Vaclav
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Sangam Racherla is an IT Specialist and Project Leader working at the International
Technical Support Organization, San Jose Center. He holds a degree in electronics and
communication engineering and has eight years of experience in the IT field. He has been
with the International Technical Support Organization for the past five years and has
extensive experience installing and supporting the ITSO lab equipment for various Redbooks
publication projects. His areas of expertise include Microsoft® Windows®, Linux®, AIX®,
System x®, and System p® servers and various SAN and storage products.

Corne Lottering is a Systems Storage Field Technical Sales Specialist (FTSS) supporting
the System Storage™ sales team in IBM South Africa, Systems and Technology Group. He
has been with IBM for eight years and has experience in a wide variety of storage
technologies including the DS4000, DS8000®, IBM SAN switches, N-Series, tape, and
storage software. His daily support activities include pre-sales and post-sales support,
including developing and presenting technical solutions and proposals. Since joining the
System Storage team, he has been responsible for various implementation and support
projects for customers across Africa.

Mahendran Ramasamy is a Project Manager supporting SAN storage, data backup and
recovery, and file system management for India Software Labs, SWG Group, IBM India. He is
a Brocade Certified Engineer and he has been with IBM for four years. He has experience in
a wide variety of storage technologies including the DS4000, DS6000™, DS8000, IBM SAN
switches, ITSM, Tape Libraries, AFS®, GSA, storage management software and HP storage.
His daily support activities include operations management and project management for India
Software Lab’s new initiatives. Since joining the ISL IS/IT Operations Team, he has been
responsible for various implementation and support projects for internal customers across
India Software Lab locations.
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Vaclav Sindelar is a Field Technical Support Specialist (FTSS) for IBM System Storage at
the IBM Czech Republic headquarter in Prague. His daily support activities include pre-sales
support for IBM Storage products. He has five years of FTSS Storage experience with a focus
to IBM disk arrays and SAN. He has been with IBM since 2001 and also has worked as a
Storage Specialist coming to IBM. He holds a master’s degree in computer science from the
Technical University of Brno in the Czech Republic.
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Your efforts will help increase product acceptance and customer satisfaction. As a bonus, you
will develop a network of contacts in IBM development labs, and increase your productivity
and marketability.

Find out more about the residency program, browse the residency index, and apply online at:
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Comments welcome

Your comments are important to us!
We want our books to be as helpful as possible. Send us your comments about this book or
other IBM Redbooks in one of the following ways:
» Use the online Contact us review Redbooks form found at:
ibm.com/redbooks
» Send your comments in an e-mail to:
redbooks@us.ibm.com
» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099

2455 South Road

Poughkeepsie, NY 12601-5400
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Summary of changes

This section describes the technical changes made in this edition of the book and in previous
editions. This edition may also include minor corrections and editorial changes that are not
identified.

Summary of Changes

for SG24-7010-06

for IBM System Storage DS4000 and Storage Manager V10.30
as created or updated on March 5, 2009.

March 2009, Seventh Edition

This revision reflects the addition, deletion, or modification of new and changed information
described below:

» New information

New DS4000 Storage Manager V10.30 features (with firmware Version 7.15)
» Changed information

IPv6 support on the Ethernet management ports
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Introducing the DS4000 series

This chapter introduces the IBM System Storage DS4000 series of storage servers and
positions it within the overall IBM System Storage Disk Systems family. The current hardware
models are briefly described, as well as the Storage Manager software. Detailed information
is given in subsequent chapters of this IBM Redbooks publication.
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1.1 Positioning the DS4000 series

IBM has brought together into one family, known as the DS family, a broad range of disk
systems to help small to large size enterprises select the correct solutions for their needs.
The DS family combines the high-performance IBM System Storage DS6000 and DS8000
series of enterprise servers that inherit from the Enterprise Storage Server® (ESS), with the
DS4000 series of mid-range systems, and other line-of-entry systems (DS3000).

The IBM System Storage DS4000 series of disk storage systems that this book addresses
are the IBM solution for mid-range/departmental storage requirements. The overall
positioning of the DS4000 series within IBM System Storage DS® family is shown in
Figure 1-1.

Within the DS family, the DS4000 series of servers supports both Fibre Channel (FC) and
Serial ATA (SATA) disk drives. The maximum raw SATA storage capacity of this family is over
84 TB (using 750 GB SATA drives) and 224 TB (using 1 TB SATA drive). The maximum raw
FC storage capacity is 98.4 TB.

EXP 810/5000

Figure 1-1 IBM TotalStorage® DS family

1.2 DS4000 models

2

The DS4000 series of storage servers use Redundant Array of Independent Disks (RAID)
technology. RAID technology is used to protect the user data from disk drive failures. DS4000
storage servers contain Fibre Channel interfaces to connect both the host systems and disk
drive enclosures.

The storage servers in the DS4000 series provide high system availability through the use of
hot-swappable and redundant components. This is crucial when the storage server is placed
in high-end customer environments such as server consolidation on storage area networks
(SANS).

Most models offer autonomic functions such as Dynamic Volume Expansion and Dynamic
Capacity Addition, allowing unused storage to be brought online without stopping operations.
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The various servers (shown in Figure 1-2 on page 5) are described below:
» Current 4 Gbps system storage servers
— IBM System storage server DS4200 Express

The DS4200 is designed to replace the DS4100 Storage server. It is targeted at
entry-level customers. It uses only SATA disks and can hold a maximum of 16 disk
drives inside the storage server enclosure and can attach up to six EXP420 Expansion
Units for a total of up to 112 SATA disk drives. It is designed to deliver data throughput
of up to 1600 MBps.

The DS4200 has a total of four 4 Gbps FC host ports and 2 GB of cache memory. Like
other DS4000 family members, the DS4200 supports existing customer infrastructures,
helping protect investments. In addition, the DS4200 is designed to efficiently handle
the additional performance demands of FlashCopy®, VolumeCopy, and Enhanced
Remote Mirroring.

— IBM System storage server DS4700 Express

The DS4700 storage server is designed to replace the DS4300 storage server. It is
targeted at entry-level to mid-level customers. It can hold a maximum of 16 disk drives
inside the storage server enclosure and can attach up to six EXP810 Expansion Units
for a total of up to 112 Fibre Channel or SATA disk drives.

The DS4700 comes in two models, Model 72 and Model 70. The Model 72 has a total
of eight 4 Gbps FC host ports and 4 GB of cache memory, while Model 70 has a total
of four 4 Gbps FC host ports and 2 GB of cache memory. Like other DS4000 family
members, the DS4700 supports existing customer infrastructures—helping protect
investments—and it is a higher performance storage server for open systems. In
addition, the DS4700 is a good choice for environments with intense replication
requirements because it is designed to efficiently handle the additional performance
demands of FlashCopy, VolumeCopy, and Enhanced Remote Mirroring.

— IBM System Storage DS4800 storage server

The IBM DS4800 storage server delivers breakthrough disk performance and
outstanding reliability for demanding applications in compute-intensive environments.
The DS4800 is a key component of the IBM business continuity solutions portfolio,
delivering business resilience and continuity of operations.

The DS4800 takes advantage of 4 Gbps Fibre Channel interface technology and can
support up to 224 disk drives by attaching IBM System Storage EXP810, EXP710, or
EXP100 disk units. It is a great choice for performance-oriented or capacity-oriented
storage requirements. Four models are available:

Model 80 with 4 GB of cache
Model 82A with 4 GB of cache
Model 84A with 8 GB of cache
Model 88A with 16 GB of cache

Additionally, support for high-performance Fibre Channel and high-capacity Serial ATA
(SATA) disk drives help enable a single DS4800 storage system to satisfy primary and
secondary storage to accommodate the changing value of data over time while
maintaining data availability.

The DS4800 disk storage system can provide enterprise-class disaster recovery
strategies.
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Table 1-1 compares the above discussed models.

Table 1-1 Product Comparison DS4200, DS4700 and DS4800

system

Dual-controller DS4800 DS4700 DS4200
system (unless Model 72/70

noted)

Host channels 8 8/4 4

Native host interface 4 Gbps 4 Gbps 4 Gbps

link speed

Supported host 4, 2,1 Gbps 4, 2,1 Gbps 4, 2,1 Gbps
interface link speeds

Total host channel 3,200 MBps 3,200/1,600 MBps 1,600 MBps
maximum bandwidth

Redundant drive Eight 4 Gbps Four 4 Gbps Four 4 Gbps
channels

Total drive channel 3,200 MBps 1,600 MBps 1,600 MBps
maximum bandwidth

Max drives 224 112 112

Drives supported FC and SATA FC and SATA SATA
Processor Intel® Xeon 2.4 GHz Intel xScale 667 MHz Intel xScale 667 MHz
Processor memory 512 MB/1 GB 128 MB 128 MB
(single controller)

XOR engine Dedicated Integrated Integrated
Dedicated data cache 4,8,0or 16 GB 4 GB/2 GB(256 MB for | 2 GB (256 MB for
per dual-controller memory) memory

» Former 2 Gbps TotalStorage Servers

— IBM TotalStorage DS4100 storage server

The DS4100 storage server (formerly known as the FAStT100) is an entry-level SATA
storage system that is available in a single and dual controller configuration.

— IBM TotalStorage DS4300 storage server

The DS4300 storage server (formerly known as the FAStT600) is a mid-level, highly
scalable 2 Gbps Fibre Channel storage server, which is available in a single and dual
controller configuration. There is also a DS4300 with Turbo feature that offers up to
65% read performance improvement and has higher Fibre Channel drive scalability
over the base DS4300.

— IBM TotalStorage DS4500 storage server

The IBM DS4500 storage server (formerly known as FAStT900) delivers high disk
performance and outstanding reliability for demanding applications in
compute-intensive environments. The DS4500 is designed to offer investment
protection with advanced functions and flexible features.
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Figure 1-2 shows DS4000 series positioning.

This table represents general positioning and not technical capabilities

]
3
3
3

2

%I

Entry-level Midrange

Figure 1-2 DS4000 series positioning

The 4 Gbps expansion enclosures are:

>

DS4000 EXP420

The new DS4000 EXP420 expansion enclosure supports up to 16 SATA disk drives in a
switched configuration (SBOD). Fully populated with 1 TB SATA disk drive modules, this
enclosure offers up to 16 TB of raw storage capacity. This is a 4 Gbps SATA interface
technology, which is available only for the DS4200 storage server.

DS4000 EXP810

The DS4000 EXP810 expansion enclosure offers a 4 Gbps FC interface, making it the
ideal unit of choice for attachment to a DS4700 or DS4800. It supports up to 16 FC disk
drives or E-DDM SATA drives. Fully populated with 300 GB FC disk drive modules, this
enclosure offers up to 4.8 TB of raw storage capacity or up to 12 TB when populated with
the 750 GB E-DDM SATA drives. This is a 4 Gbps Fibre Channel interface technology that
can attach to the DS4300, DS4500, DS4700, and DS4800.

Withdrawn 2 Gbps expansion enclosures are:
» DS4000 EXP100

The DS4000 EXP100 expansion enclosure supports up to 14 SATA disk drives. Fully
populated with 500 GB SATA disk drive modules, this enclosure offers up to 7 TB of raw
storage capacity.

DS4000 EXP710

The new DS4000 EXP710 expansion enclosure supports up to 14 FC disk drives in a
switched configuration (SBOD). Fully populated with 300 GB FC drive modules, this
enclosure offers up to 4.2 TB of storage capacity.
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Telco industry standard support

The IBM System Storage DS4700 Express Models 70-DC and 72-DC and expansion units
EXP810 model 81-DC are NEBS-3-compliant midrange disk systems designed to be
powered from a -48 V dc Telco industry-standard power source.

1.3 Storage Manager software

6

The DS4000 Storage Manager software is used to configure, manage, and troubleshoot the
DS4000 storage servers. It is used primarily to configure RAID arrays and logical drives,
assign logical drives to hosts, replace and rebuild failed disk drives, expand the size of the
arrays and logical drives, and convert from one RAID level to another. It allows
troubleshooting and management tasks, such as checking the status of the storage server
components, updating the firmware of the RAID controllers, and managing the storage server.
Finally, it offers advanced functions such as FlashCopy, VolumeCopy, and Enhanced Remote
Mirroring.
The Storage Manager software is now packaged into the following combinations:
» Host-based software

— Storage Manager Client (SMclient)

The SMclient component provides the graphical user interface (GUI) for managing
storage systems through the Ethernet network or from the host computer.

— Storage Manager Runtime (SMruntime)

The SMruntime is a Java™ runtime environment that is required for the SMclient to
function. SMruntime must be installed before SMclient is installed. It is not available on
every platform as a separate package, but in those cases, it has been bundled into the
SMclient package..

— Storage Manager Agent (SMagent)

The SMagent package is an optional component that allows in-band management of
the DS4000 storage server.

— Storage Manager Utilities (SMutil)

The Storage Manager Utilities package contains command-line tools for making logical
drives available to the operating system.

— Failover driver support

Storage Manager host-based software includes an optional failover driver. It is a
multipath driver built on MPIO technology.

» Controller-based software

— DS4000 storage server Controller firmware and Non Volatile Static Random Access
Memory (NVSRAM)

The controller firmware and NVSRAM are always installed as a pair and provide the
brains of the DS4000 storage server.

— DS4000 storage server Environmental Service Modules (ESM) firmware
The ESM firmware controls the interface between the controller and the drives.
— DS4000 storage server Drive firmware

The drive firmware is the software that tells the Fibre Channel (FC) drives how to
behave on the FC loop.
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The Storage Manager functions are reviewed in detail in Chapter 4, “Managing the DS4000”
on page 115.

Chapter 1. Introducing the DS4000 series 7



8 IBM System Storage DS4000 and Storage Manager V10.30



What is new

This chapter is a brief overview of additions and enhancements available with Storage
Manager V10.30 (firmware V7.15).

This chapter is intended for readers already familiar with most of the DS4000 concepts and
features who just need a quick overview of the latest changes.
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2.1 Storage Manager enhancements

Storage Manager Version 10.30 (controller code Version 7.15) includes all the functions
already available in previous Storage Manager releases, and also offers several significant
new features.

The controller code (firmware) Version 7.10 and later is based on a new layered code design
that provides better scalability and flexibility for future code enhancements. As part of the new
design, the configuration database (dacstor region) has also been restructured. This new
structure provides the foundation for supporting some of the new features such as greater
than 2 TB logical drives, RAID-6 (for DS4700and DS4200), and an increased number of
logical partitions.

The new 7.15 firmware is only supported on the DS4200, DS4700, and DS4800. Former
DS4000 models (such as the DS4500 or DS4300) must remain at the latest compatible 6.xx
firmware. Those former models can, however, be managed from Storage Manager V10.30
client.

Restriction: Because of the design changes, upgrading the firmware to Version 7.15 is a
non-concurrent upgrade and it must be done offline. Refer to “Upgrading to firmware level
7.xx” on page 668 for details.

2.1.1 New features

10

The new features discussed in this section were first introduced with Storage Manager
V10.10 (firmware V7.10) and are applicable to Storage Manager V10.30 (firmware V7.15) as
well.

RAID-6 support

RAID-6 technology is designed to provide improved data protection against multiple disk drive
failure. RAID-6 uses a double parity check implementation (designated as p+q). Dynamic
RAID-level migration is supported but may require capacity expansion prior to RAID
migration.

Note: RAID-6 is not supported on the DS4800. This feature is available only on DS4200
and DS4700. This is because some of the RAID-6 parity calculations rely on electronic
components available only with the DS4700 and DS4200 systems. This hardware-based
implementation offers better performance than the RAID-6 software-based implementation
used by other storage vendors.

Support for more than 30 drives for RAID-0 and RAID-1

A logical drive can be created using all the drives in the storage system. Although not a
recommendation, you could now create a logical drive using a possible maximum of 224
drives for a DS4800 or 112 drives for a DS4200 and DS4700.

Support for greater than 2 TB logical drives

You can now create greater than 2 TB (TeraBytes) logical drives. If you combine this feature
with the possibility to also now support more than 30 physical drives (assuming RAID-0 or
RAID-1), and if you use 500 GB drives in a DS4800 with its maximum of 224 disk drives, you
can create a 112 TB logical drive. (Keep in mind, however, that the operating system (OS)
making use of the logical drive can impose other limitations.)
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Increased maximum number of partitions

The maximum number of supported partitions for DS4200, DS4700, and DS4800 with
firmware versions older than 7.10 was 64. This number is increased to 128 for DS4200 and
DS4700 and to 512 for DS4800.

Increased queue depth
The controller queue depth is increased to 4096 for DS4800 and to 2048 for DS4200 and
DS4700.

Support bundle collected on critical events

The event monitor on the client system, upon occurrence of a critical event, saves diagnostic
data (support bundle) to the local hard drive of the client system in the same area already
used for other recovery information. This information is stored and is not overwritten for 72
hours. E-mail notification can be set up for all critical events.

Use diagnostic data capture for additional failure events

The goal of this feature is to capture enough information about the controller state at the time
of an unusual event and stores that diagnostic data for later retrieval. For details refer to 6.1.4,
“Support data: Collecting information” on page 302.

Increased number of GHS (Global Hot Spares)

The new controller code allows the creation of unlimited Global Hot Spares. There are now
three ways to create GHS drives:

» Automatically assigned hot spares
» Automatic assignment by specification of number of drives
» Explicit assignment by specification of a list of drives

Refer to 4.2.5, “Hot spare drive” on page 149, for details.

Unconfiguring Storage Subsystem and arrays

Storage Manager 10.10 (controller code 7.10) allows you to clear the storage subsystem or
previously created arrays if you must do so. Clearing the storage subsystem completely
removes all configurations of the storage subsystem. Clearing the array configuration clears
logical drives and group configuration in a// arrays while leaving the remaining subsystem
configuration intact. Refer to 4.3.2, “Unconfiguring storage subsystem and arrays” on

page 162.

Drive migration warning

This feature allows the user to manually intervene and permits safer migration scenarios.
(When migrating configured logical drives to an existing storage subsystem, there is a
warning given if the number of the logical drives being added will overrun the maximum
number of drives allowed on this particular subsystem.) This feature thus prevents users from
being allowed to import more logical drives than a particular subsystem can support.

Configurable failed drive replacement

You can now designate a hot spare to be a permanent member of a logical drive, thus
eliminating the copyback portion once the failed drive has been replaced. The replacement
drive in that case is in an unassigned state.
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Enhanced performance feature

This is a premium feature and requires a premium key to enable higher-performance on a
DS4800 Mod 80. Application of this key is an off-line operation (requiring a quiesce of the
storage system and a subsequent reboot of the controllers). Refer to 4.3.13, “Enhanced
performance feature” on page 175, for details.

RAID redundant data verification prior to read

This feature is supported on all RAID levels and enables verification of redundant RAID data
consistency before returning the requested read data back to the host. This must be enabled
on a logical drive basis. The function is automatically disabled when a logical drive becomes
degraded. If a mismatch is detected, the system returns a media error (unrecoverable read

error (03/11/00)). The system does not attempt to correct or recalculate parity automatically.

8 K cache block size

Cache block size dictates the size of individual data buffers within the cache. In addition to the
previously possible 4 K and 16 K cache block sizes, the new firmware V7.10 and later also
adds the choice for an 8 K block size.

Increased number of FlashCopies per logical drive

The maximum number of FlashCopies per logical drive that is supported on DS4800 is 16,
instead of 4 with previous versions of the firmware. For DS4200 and DS4700 the maximum
number of FlashCopies increases from 4 to 8 per logical drive.

Increased number of mirrors supported

With firmware V7.10 and later, the number of mirrors supported on DS4800 increases from
64 to 128 and, on DS4200 and DS4700, from 32 to 64.

Unmanageable icon

A new icon is available in the DS Storage Manager GUI to differentiate between unresponsive
and unmanageable controllers. The unmanageable would be any storage subsystem that has
no corresponding configuration file.

New multipath driver support: SDDDSM

SDDDSM is a multipath 1/0O solution based on Microsoft MPIO technology. The SDDDSM
driver also supports other storage solutions from IBM such as IBM System Storage DS8000
and IBM SAN Volume Controller (SVC). It is now also available for the DS4000 systems.

Windows RDAC no longer supported

RDAC for Windows is not supported with this new version of Storage Manager (V10.10 and
later). For multipathing and failover support, you must install the SM failover driver
(MPIO/DSM) or the new, separately provided, SDDDSM driver (RPQ). More details are
available in “Multipathing in Windows” on page 129 and in 5.1.1, “Installing Storage Manager
in a Windows host” on page 180.

Enhanced cache support

The cache memory management has been improved. All cache is now read/write. Previously,
only the first 1 GB was read/write all other was read only.

Additional statistic gathering via GUI and CLI

Controller response and performance along with additional drive statistics via the GUI and
CLI option is available now.
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Additional operating system supports
These are:

MS® Vista client support
MicroSoft Windows Server® 2008
Support RedHat v5.2

HP-Ux v11.23 full solution
Solaris™ 10 x86 support

SLES 10 SP-2

yVyVYyVvYYvYyYy

2.1.2 Enhancements in Version 10.30
In summary, with the Storage Manager 10.30, IBM introduced the following major new
features:

» 1,000 GB: 7.2K rpm, SATA (E-DDM) disk drive. Using 1,000 GB disk, the capacity can go
up from 12 TB to 16 TB per enclosure.

» DS4000 SNMP MIB file change to support SNMPv2.
» IPv6 support on the Ethernet management ports for DS4800, DS4700, and DS4200.

» Increase the number of supported host logins on the DS4700 and DS4200 controller to
640 from 512.

» Windows Server 2008, RHEL 5.2, SLES 10 SP2, HP-UX 11.23, and Solaris 10 on x86
support.

» IBM SDD support on Windows and HP-UX.
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DS4000 series hardware

This chapter describes the hardware and features of the DS4000 series of storage servers.
The currently available models (IBM System Storage DS4200, DS4700, and DS4800) are
successively reviewed along with some of the former models that they replace (the DS4100,
DS4300, and DS4500, respectively).

This chapter also includes a description of additional hardware components that are essential
for a complete storage solution. These include the current EXP420 and EXP810 expansion
enclosures and older models such as the EXP710 and EXP100 with cabling considerations,
host bus adapters (HBAs), and storage area network (SAN) switches.
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3.1 IBM System Storage DS4200 Express

The DS4200 disk storage system is a Serial Advanced Technology Attachment (SATA)-only
disk storage solution designed to be an economical alternative for data archiving, reference
data, and near-line storage applications. The DS4200 includes 16 disks and offers a fully
switched drive-side architecture, and it can have a maximum internal physical storage
capacity of up to 8 TB using 500 GB Enhanced Value Disk Drive Modules, up to 12 TB using
the 750 GB EV-DDM, and up to 16 TB using 1 TB: 7.2K rpm, SATA (E-DDM). The storage
capacity can be increased up to 112 TB by attachment of up to six EXP420 Storage
Expansion Units.

The DS4200 is designed as the replacement for the DS4100 storage server.

One of the key advantages of the DS4200 Express 4 Gbps technology is that it is backward
compatible with 2 Gbps and even 1 Gbps technologies. This is true as well for the DS4700
and DS4800. This means that you can avoid replacing your entire SAN with 4 Gbps
technology. You can add new technology incrementally. The 4 Gbps products will slow down
to the 2 Gbps or 1 Gbps speed if they are connected. In addition, zoning allows you to
implement a rolling upgrade strategy with minimal disruption.

3.1.1 DS4200 features

The System Storage DS4200 Express storage server model 7V (1814-7VA) offers the key
features discussed below. See Figure 3-1.

Power/Cooling

Controllers
or ESMs

Figure 3-1 DS4200 Express: Chassis design

The key features are:

» Compact, 3U rack-mountable enclosures containing dual high-performance intelligent
RAID controller cards, accommodating sixteen 500, 750 GB SATA EV-DDMs for up to
12 TB or 1 TB 7.2K rpm SATA (E-DDM) for up to 16 TB internal physical storage capacity.

» DS4200 Express models provide end-to-end 4 Gbps support when used in conjunction
with 4 Gbps switches and 4 Gbps host bus adapters.

» Dual, redundant 4 Gbps RAID controllers with up to 2 GB of cache memory (1 GB per
RAID controller).

» New lithium-ion battery backup protects data cache in each controller for at least 72 hours.
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Hot-swappable cache backup battery.

Redundant, hot-swappable power supplies and fans.

Supports RAID-0, RAID-1, RAID-3, RAID-5, RAID-6, and RAID-10 (RAID-1+0).
Switched loop architecture that supports two dual redundant FC disk loops.

Auto negotiates 1, 2, or 4 Gbps host connection speeds.

Supports Global Hot Spare.

Host-side connections support Fibre Channel Switched, Loop, or Direct Connections.

Redundant drive-side connections designed to avoid any single-point of failure and
maintain high availability.

Supports up to six EXP420 (each EXP420 has 16 disk bays) to attach up to 112 SATA
disks (additional licenses required).

Restriction: The EXP420 is the only expansion unit supported by the DS4200.

High capacity disk drives, 4 Gbps 750 GB SATA 7200 rom EV-DDM and 1 TB 7.2K rpm
SATA (E-DDM).

Note: The DS4200 Express requires Enhanced Value Disk Drive Modules (EV-DDMs)
to be installed. The form factor (size) for the EV-DDMs is smaller than the previous
DDMs. The DS4200 Express has a lower-profile EV-DDM in order to support 16 drives
in its 19" 3U enclosure.

Supports shortwave Fibre Channel 4 Gbps host attachment.
Multiple heterogeneous server and operating system support (host kits required).
Storage partitions up to 128.

Powerful On Demand functions: Dynamic volume expansion, dynamic capacity expansion,
and dynamic RAID level migration, which allow users to modify storage configurations
on-the-fly without incurring any downtime.

DS4000 Remote Service Manager to notify IBM in case of problems or failures.

Dual 10/100 Ethernet for out-of-band management to separate out-of-band management
from service diagnostics for each controller.

FlashCopy, VolumeCopy, and Enhanced Remote Mirroring (premium features).
DS4000 Storage Manager Version 10.30 (Controller firmware Version 7.15).
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3.1.2 DS4200: Front view

18

The front section of the DS4200 shows the 16 pre-installed drive bays of hot swap disk drives
(Figure 3-2).

Figure 3-2 The DS4200 front view

The hot-swap features of the DS4200 enable you to remove and replace the Fibre Channel
hard disk drives without turning off the storage expansion enclosure. You can maintain the
availability of your system while a hot-swap device is removed, installed, or replaced.

The DS4200 Express supports up to 16 SATA EV-DDMs, which come pre-installed in drive
trays. Each drive, ATA translator card (also referred to as interposer card), and carrier
assembly are called EV-DDM CRUSs. The ATA translator card converts the Fibre Channel
protocol interface of the DS4200 Express drive channel into the SATA protocol interface. It
also provides dual paths to the SATA drive for drive customer replacement unit (CRU) path
redundancy.

Install drive CRUs in the 16 drive bays on the front of the storage expansion enclosure from
the rightmost slot (slot 16) to the leftmost slot (slot 1).

Several LED indicators and the FC Link speed selector are also visible from the front of the
storage unit.

Attention: Never hot-swap an EV-DDM CRU when its associated green activity LED is
flashing. Hot-swap a drive CRU only when its associated amber fault LED light is not
flashing or when the drive is inactive and its associated green activity LED light is not
flashing.
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3.1.3 DS4200 rear view

The rear of the DS4200 shows the two controllers: host interfaces and drive interfaces
(Figure 3-3). The left controller is controller A and the right controller is controller B. Note that
controller A is upside-down relative to controller B. It is important to keep this in mind when
connecting the back-end ports to hosts and drive-side expansion enclosures.

Drive interfaces Enclosure ID Host interfaces Battery

\ /

—
.,,...\
A

2 )
Power/cooling \ Host interfaces / Enclosure ID \

Serial Controller Drive interfaces

Figure 3-3 Rear view of the DS4200

RAID controllers
Each controller (Figure 3-3) includes the following features:

» Two drive ports
» One RS232 serial port

» Two host ports

» Dual Ethernet ports

» One battery CRU

The RS232 serial port is a PS2 type port. This serial port is used for management and
diagnostic purposes. You can use a PC with a terminal emulation utility such as Hyper
Terminal to access the command set.

The dual Ethernet ports accommodate an RJ-45 10BASE-Tx or 100BASE-Tx Ethernet
connection. There are two ports per controller. One port is designed for out-of-band
management and the other port is meant for serviceability. This feature is similar to DS4700
and DS4800.

Because of the extra port, it is now preferable to have two IP addresses per controller in order
to manage and service the DS4200 appropriately. You can still operate the DS4200 with only
one IP port active per controller. You can assign either port of the two ports for management
or service on a given controller.

The default IP addresses for the controller A Ethernet ports 1 and 2 are 192.168.128.101 and
192.168.129.101, respectively. The default IP addresses for the controller B Ethernet ports 1
and 2 are 192.168.128.102 and 192.168.129.102, respectively. The default subnet mask for

all four Ethernet ports is 255.255.255.0.
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Important: When changing the default IP addresses, remember that port 1 and 2 of each
controller must be in separate subnets.

DS4200 has a redundant battery system. Each controller has one battery customer
replacement unit, which is a new Lithium lon battery system for cache. Its hold-up time is up
to three days. The minimum life of the battery can be up to three years. The battery can be
easily replaced on site. See Figure 3-4.

Figure 3-4 Replaceable Backup Battery Unit (BBU)

The components in Figure 3-4 are:

1. Controller A cache backup battery unit
2. Controller B cache backup battery unit
3. Latch

4. Pull handle

Power supply fan units

The DS4200 controller enclosure has two removable power supply fans. Each power supply
fan contains one power supply and two fans.

The four fans pull air through the drive from front to back across the drives. The fans provide
redundant cooling, which means that if one of the fans in either fan housing fails, the
remaining fans continue to provide sufficient cooling to operate the controller enclosure.

The power supplies provide power to the internal components by converting incoming AC
voltage to DC voltage. If one power supply is turned off or malfunctions, the other power
supply maintains electrical power to the controller enclosure.

To preserve the optimal airflow, do not remove a failed power supply fan CRU from the
DS4200 controller enclosure chassis until you are ready to replace it with a new CRU.
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Note: Although both power supply fan units (left and right) are identical, they are seated in
the DS4200 controller enclosure chassis in opposite orientations. If the power supply fan
cannot fully be inserted in the power supply fan bay, flip it 180 degrees and reinsert it.

3.1.4 DS4200: Speed selector and LED indicator lights

LED indicator lights allow the DS4200 to communicate with the user. There are four main
components with LEDs:
» Front panel

RAID controllers

>
» Battery
» Power supply fans

Front panel LEDs and FC link speed selector
Figure 3-22 on page 38 shows the DS4200 front panel and its LED indicator lights.

LEDs FC Link Speed Selector

Slot Identifier

Figure 3-5 DS4200 front panel LEDS

Link speed selector

The FC link speed selector is a physical switch that must be used to set the enclosure speed.
The DS4200 Express storage system drive channel operates at either 2 or 4 Gbps Fibre
Channel interface speed.

Note: The DS4200 Express storage system SATA EV-DDM CRUs have an ATA translator
card that converts EV-DDM 3 Gbps SATA drive interface protocol to either 2 Gbps or
4 Gbps Fibre Channel interface protocol.

We recommend that the DS4200 Express enclosure speed is set at 4 Gbps when these SATA
EV-DDM CRUs are installed and connected to storage expansion enclosures running at
4 Gbps speed. The link rate setting speed must be set accordingly.
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Front LEDs
These are:

» Locate LED (white or blue)
— On: This indicates storage subsystem locate.
— Off: This is the normal status.

» Service action allowed LED (blue)

— On: This service action can be performed on the component with no adverse
consequences.

— Off: This is the normal status.
» Service action required LED (amber)

— On: There is a corresponding needs attention condition flagged by the controller
firmware. Some of these conditions might not be hardware related.

— Off: This is the normal status.

» Power LED (green)
— On: The subsystem is powered on.
— Off: The subsystem is powered off.

RAID controller LEDs

There are LEDs on the RAID controllers that serve as indicators of key information (refer to
Figure 3-23 on page 39, Table 3-3 on page 39, and Table 3-4 on page 40).

LEDs 1-2 (Host ports) 3
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Figure 3-6 RAID controller LEDs
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The LEDs are:

» LED #1 (green): Host channel speed L1

» LED #2 (green): Host channel speed L2
Table 3-1 FC host SFP status LED definitions

LED#1 LED#2 Port status
OFF OFF Link down

ON OFF Link rate 1 Gbps
OFF ON Link rate 2 Gbps
ON ON Link rate 4 Gbps

» LED #3 (blue): Serviced action allowed

— Off: Normal status
— On: Safe to remove

» LED #4 (amber): Need attention

— Off: Normal status
— On: Controller needs attention (controller fault or controller is offline)

» LED #5 (green): Caching active

— On: Data in cache
— Off: No data in cache

» LED #6 (green): Ethernet link speed

— Off: 10BASE-T
— On: 100BASE-T

» LED #7 (green): Ethernet link activity

— Off: No link established.
— On: Link established.

» LED #8 (amber): Drive channel bypass

— Off: Normal status
— On: Drive port bypass problem

» LED #9 (green): Drive channel speed L1
» LED #10 (green): Drive channel speed L2
Table 3-2 FC DISK expansion port SFP LED definitions

LED#9 LED#10 Port status
OFF OFF Link down

ON OFF Reserved

OFF ON Link rate 2 Gbps
ON ON Link rate 4 Gbps
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» LED #11 (Amber): Drive channel bypass.z

— Off: Normal status
— On: Drive port bypass problem

» LED #12 (green/yellow): Numeric display (enclosure ID/diagnostic display)

— Diagnostic LED: On = Diagnostic code is displayed.
— Diagnostic LED: Flashing = Controller ID is displayed.

Battery LEDs

Each DS4200 RAID controller has its own battery. There are three LED indicator lights on
each battery:

» Service action allowed (blue)

— Off: Normal status.
— On: Safe to remove.

» Battery charging (green)

— On: Battery charged and ready.
— Blinking: Battery is charging.
— Off: Battery is faulted, discharged, or missing.
» Needs attention or service action required (amber)
— Off: Normal status.
— On: Controller firmware or hardware requires attention.

Figure 3-7 shows the battery LEDs.

Service Action Allowed

E / (Blue)

Battery Charging
(Green)

Service Action Required

(Amber - Fault)

Figure 3-7 Battery LEDs
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Power supply fans
Each power supply fan (Figure 3-25 on page 41) contains one power supply and two fans.

Figure 3-8 Power supply fan LEDs

The LEDs are:
» Power supply fan LED (AC power) (green)

— Off: Power supply fan is not providing AC power.
— On: Power supply fan is providing AC power.

» Serviced action allowed (blue)

— On: Safe to remove.
— Off: Normal status.

» Needs attention (amber)

— Off: Normal status.
— On: Power supply fan requires attention.

» Power supply fan Direct Current Enabled (DC power) (green)

— Off: Power supply fan is not providing DC power.
— On: Power supply fan is providing DC power.

3.1.5 DS4200: Host-side connections

The DS4200 integrates the host-side and drive-side connections into the controller itself. The
DS4200 has four 4 Gbps host connections (two per controller). Host connections support
Fibre Channel attachment through SAN switches or direct connections.

It is important to match up host or fabric connections to the DS4200 by attaching one
connection to each controller. In doing so, you take advantage of the DS4200’s ability to fail
over and distribute the workload among the two controllers. For any given host, make sure to
connect to the same host port number on each controller. The host port layout is shown in
Figure 3-9.

y

Figure 3-9 DS4200 host ports
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3.1.6 DS4200: Drive-side connections

To expand the DS4200 storage servers capacity, you can attach up to six of the DS4000
EXP420 enclosures. Additional licences are required to utilize the additional capacity. The
DS4200 supports two redundant drive channel pairs on which to place expansion enclosures.

m | oop pair 1 Loop pair 2

Figure 3-10 DS4200 drive-side channel pairs

Ports 1 and 2 on each controller are grouped together in one drive channel group. If you look
at the rear of a properly installed DS4200, you will see them clearly labeled. In this case,
ports 2 and 1 on controller A are channel group 1. Ports 1 and 2 on controller B are channel
group 2. There is no blocking between the two adjacent ports at the drive channel group level.
It is best to spread out the drive-side channel pairs among the channel groups to ensure
maximum availability.
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3.1.7 DS4200: Drive-side cabling

The DS4200 can attach up to six EXP420 enclosures. The EXP420 enclosure is a SATA-only
enclosure. It is generally best to spread the enclosures evenly between the two drive channel
pairs as you scale up the DS4200 in storage capacity. A fully configured DS4200 should have
three expansion enclosures on each drive-side channel pair.

Note: There are three rules for the EXP420 cabling:

» With the DS4200 you should only connect a maximum of three EXP420 enclosures per
controller drive port.

» The DS4200 controller drive port must always be connected to the EXP420 port
labelled 1B. Because the left and right EXP420 ESMs (ESMs A and B) are inserted in
the Environmental Service Modules (ESM) bays in different orientations, ensure that
you use the port labeled 1B before making the Fibre Channel connection to the DS4200
storage server. Refer to Figure 3-11.

» Spread expansion enclosures among the two drive channel pairs. For example, if you
attach four EXP420 enclosures, it is better to have two EXP420s behind each drive port
rather than three and one.

ez o0

oo en o0 ae

@) mim|

\ Right ESM
1A 1B

Figure 3-11 Port labels on EXP420
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The drive-side cabling for the DS4200 depends on how many EXP420s you must attach:

» If you attach only one enclosure, make sure that you have one connection to each of the
controllers, thus using one of the two ports on each controller, as shown in Figure 3-12.
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Figure 3-12 DS4200 drive cabling with one EXP420 enclosure

» If you attach a second EXP420, connect it by using the second port on the controller, as
shown in Figure 3-13.
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Figure 3-13 DS4200 drive cabling with two EXP420 enclosure
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» Beyond two enclosures (up to a maximum of six) make sure that you equally distribute the

enclosures among the redundant drive channel pairs (Figure 3-14 and Figure 3-15 on

page 30).
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Figure 3-14 DS4200 drive cabling with three EXP420 enclosures
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When six enclosures are required, the same method is employed again, maintaining drive
channel redundancy and using both controllers. See Figure 3-15.
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EXP420 #3

EXP420 #6

Loop pair 1 Loop pair 2
Figure 3-15 DS4200 drive-side connections with two drive channel pairs and EXP420 enclosures

Drive-side cabling example

Refer to Figure 3-15. In this example, the DS4200 is cabled using all two-drive channel pairs,
assuming that there are six EXP420 expansion enclosures evenly spread out across the drive
channel pairs (three enclosures each).

Each EXP420 ESM only has one pair of ports, labelled 1A and 1B, that can be used to
connect FC cables. The other pair of ports is reserved for future use. Proceed as follows:

1. Start with the first expansion enclosure, which we attach to drive channel pair #1. Cable
controller A, port 2 to the leftmost port (1B) of the first pair of ports of the left ESM of the
first EXP420 unit.

2. Cable the rightmost port (1A) of the first pair of ports of the left ESM of the first EXP420
unit to the leftmost port (1B) of the first pair of ports on the left ESM of the second EXP420
unit.

3. Cable the rightmost port (1A) of the first pair of ports of the left ESM of the second
EXP420 unit to the leftmost port (1B) of the first pair of ports on the left ESM of the third
EXP420 unit.

4. Cable the rightmost port (1B) of the first pair of ports of the right ESM of the first EXP420
unit to the leftmost port (1A) of the first pair of ports of the right ESM of the second
EXP420 unit.
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5. Cable the rightmost port (1B) of the first pair of ports of the right ESM of the second
EXP420 unit to the leftmost port (1A) of the first pair of ports of the right ESM of the third
EXP420 unit.

6. Cable controller B, port 1 to the rightmost port (1B) of the first pair of ports of the right
ESM of the third EXP420 unit located on the first drive channel pair. This is the last step of
the first drive channel pair.

Repeat steps 1—6 (using the next drive-side channel pair ports) for the second drive channel
pairs (three EXP420 units each).

3.1.8 DS4200 controller enclosure IDs

The base controller unit and each expansion enclosure has an ID number associated with it.
The ID allows each expansion enclosure to be identified properly to the base controller unit.
Since the base and all expansion enclosures are connected by Fibre Channel loop, it is
necessary for each ID address to be distinct and unique for I/O to flow properly. The DS4000
controller firmware and the EXP420 ESMs automatically set the enclosure ID number. You
can change the setting with the Storage Manager software. Both ESM enclosure ID numbers
will be identical under normal operating conditions.

3.1.9 DS4200 physical/environmental specifications

The following information describes the DS4200 storage server’s physical and environmental
specifications.

Physical specifications
The physical specifications are:

Height: 12.95 cm (5.1 in.)

Width: 48.26 cm (19.00 in.)

Depth: 57.15 cm (22.5 in.)

Weight:

— Drive-ready (without drive modules installed): 29.03 kg (64 Ib.)
— Fully configured (with 16 drive modules): 39.92 kg (88 Ib.)

vyvyyy

Operating environment
The operating environment is:

» Temperature

— 10° to 35°C (50° to 95°F) at 0 to 914 m (0 to 3,000 ft.)
— 10° to 32°C (50° to 90°F) at 914 to 2,133 m (3,000 to 7,000 ft.)

» Relative humidity: 8—-80%
» Electrical power (per power supply, system rating)

— Voltage range: nominal (100-240 V ac)
— Operating current: (6.0-2.5 amperes)
— Power: 600 watts

— Power Consumption: 0.454 kVa

— Frequency: 50/60 Hz

» Heat dissipation: 1516 BTU per hour
» Noise level (normal operation): 6.8 bels
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3.2 IBM System Storage DS4700 Express

The IBM System Storage DS4700 Express storage server uses 4 Gbps technology (4 Gbps
capable drives and HBAs required to achieve 4 Gbps throughput speeds). It is designed to
handle the most rigorous customer workloads and can expand from workgroup to
enterprise-wide capability with the attachment of six DS4000 EXP810 disk enclosures. The
DS4700 includes 16 disks and offers a fully switched drive-side architecture. Its RAID
controllers use a 667 MHz xScale processor with an embedded high-speed XOR engine that
generates RAID parity with no performance penalty.

Designed to excel at input/output operations per second (IOPS) and MBps, the DS4700
Express can work well for both transaction-oriented and bandwidth-intensive applications.
Additionally, the DS4700 Express is a good choice for environments with replication
requirements because it is designed to handle the performance demands of FlashCopy,
VolumeCopy, and Enhanced Remote Mirroring.

One of the key advantages of the DS4700 Express 4 Gbps technology is that it is backward
compatible with 2 Gbps and even 1 Gbps technologies. This means that you can avoid
replacing your entire SAN with 4 Gbps technology. You can add new technology
incrementally. The 4 Gbps products will slow down to the 2 Gbps or 1 Gbps speed if they are
connected, but zoning allows you to implement a rolling upgrade strategy with minimal
disruption.

The DS4700 Express Disk System and the EXP810 Storage Expansion Unit offer new
models designed to be powered from a - 48 V dc Telco industry standard power source and
are NEBS-3 compliant. They also include an air filter option with the optional front bezel.

3.2.1 DS4700 features

32

Two models are currently available:

» DS4700 Express Model 70 (1814-70A)
» DS4700 Express Model 72 (1814-72A)

Attention: New enhancements for the DS4700 Express models are now available as
Models 70-DC and 72-DC. These new models are designed to be powered from a - 48 V
dc Telco industry standard power source and are NEBS-3 compliant. It also includes an air
filter option with the optional front bezel.
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DS4700 Express models provide end-to-end 4 Gbps support when using the new System p5
single-port and dual-port 4 Gbps Fibre Channel HBAs available in both AIX 5L™ and Linux
on POWER®. These PCI-X 4 Gbps HBAs are available for the DS4700 Express models and
the DS4800 Midrange Disk System models 82, 84, and 88. These HBAs are installed on the
host servers that are attached to the DS4000 midrange disk systems and provide 4 Gbps
connectivity. The HBAs are available in single-port and dual-port versions. The chassis
design is represented in Figure 3-16 and is similar to the DS4200.

Power/Cooling

Controllers

Figure 3-16 DS4700 chassis design

The key DS4700 features are:

» Compact, 3U rack-mountable enclosures containing dual high-performance intelligent
RAID controller cards, accommodating 16 SATA or FC E-DDMs.

» DS4700 supports up to 12 TB with 750 GB SATA disks, up to 16 TB with 1 TB SATA Disks
and 4.8 TB with 300 GB FC disks (7.2 TB with 450 GB FC disks). Adding the EXP810 or
EXP710 storage enclosure raises the size of the storage up to 84 TB (using 750 GB
SATA), 114 TB (using 1 TB SATA) using the EXP810 and to 30 TB using the EXP710.

» Firmware controller Version 9.23 and later (v10.10 and v10.30) allows the intermixing of
expansion units (EXP710 and EXP810) and also the intermixing of FC and SATA disks in
the same enclosure (only for EXP810) or storage subsystem.

» Utilizes 667 Mhz xScale processor with embedded XOR engines on RAID controllers.

» Dual, redundant 4 Gbps RAID controllers with up to 4 GB of cache memory (2 GB per
RAID controller).

» Model 70 contains 2 GB of cache memory (1 GB per controller), four 4 Gbps FC host ports
(two ports per controller), and four shortwave small form-factor pluggable (SFP)
transceivers included with the shipment group for connections to SAN fabric or directly to
host servers.

» Model 72 contains 4 GB of cache memory (2 GB per controller), eight 4 Gbps FC host
ports (four ports per controller), and six shortwave SFP transceivers included with the
shipment group for connections to SAN fabric or directly to host servers.

» New lithium-ion battery backup protects data cache in each controller for at least 72 hours.
» Hot-swappable cache backup battery.

Chapter 3. DS4000 series hardware 33



Redundant, hot-swappable power supplies and fans.

Supports RAID-0, RAID-1, RAID-3, RAID-5, RAID-6, and RAID-10 (RAID-1+0).
Switched loop architecture that supports two dual redundant FC disk loops.

Auto negotiates 1, 2, or 4 Gbps host connection speeds.

Supports Global Hot Spare.

Host-side connections support Fibre Channel switched, loop, or direct connections.

Redundant drive-side connections designed to avoid any single point of failure and
maintain high availability.

Supports up to six EXP810 (each EXP810 has 16 disk bays) to attach up to 112 FC disks
(additional licenses required).

The following disks are supported:

— 2 Gbps FC: 15 Krpm, 146 GB/73 GB/36 GB
— 2 Gbps FC: 10 Krpm, 300 GB/146 GB/73 GB
— 4 Gbps FC: 15 Krpm, 146 GB/73 GB/36 GB
— 4 Gbps FC: 15 Krpm 450 GB

— 4 Gbps SATA: 7200 rpm, 500 GB E-DDM, 750 GB E-DDM, 1 TB E-DDM (SATA and FC
cannot be intermixed in the same enclosure.)

Supports shortwave Fibre Channel 4 Gbps host attachment (on initial release).
Multiple heterogeneous server and operating system support (host kits required).
Both models 70 and 72 have selectable storage partitions up to 128.

Powerful on demand functions: Dynamic volume expansion, dynamic capacity expansion,
and dynamic RAID level migration, which allow users to modify storage configurations
on-the-fly without incurring any downtime.

DS4000 Service Alert to notify IBM in case of problems or failures.

New dual 10/100 Ethernet for out-of-band management to separate out-of-band
management from service diagnostics for each controller.

FlashCopy, VolumeCopy, and Enhanced Remote Mirroring (premium features).
DS4000Storage Manger: SM Version 10.10 and 10.30
Controller firmware: Version 7.15.

3.2.2 DS4700 front view

The front section of the DS4700 shows the 16 pre-installed drive bays of hot-swap disk drives
(Figure 3-17).
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Figure 3-17 DS4700 front view
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The hot-swap features of the DS4700 enable you to remove and replace the Fibre Channel or
SATA hard disk drives without turning off the storage expansion enclosure. You can maintain
the availability of your system while a hot-swap device is removed, installed, or replaced.

Each drive and carrier assembly is called a drive CRU. Install drive CRUs in the 16 drive bays
on the front of the storage expansion enclosure from the rightmost slot (slot 16) to the leftmost
slot (slot 1).

Several LED indicators and the FC Link speed selector are also visible from the front of the
storage unit. They are described in 3.2.4, “DS4700: Speed selector and LED indicator lights”
on page 38.

3.2.3 DS4700 rear view

The rear of the DS4700 shows the two hot-swappable and redundant RAID controllers. The
left controller is labeled controller A and the right controller is labeled controller B. Note that
controller A is positioned upside-down relative to controller B. It is important to keep this in
mind when connecting the back-end ports to hosts and drive-side expansion enclosures. The
redundant power supply fan units are also visible from the back of the DS4700 (Figure 3-18).

Cache battery Drive rts Host Ports

AN

Serial
connection Dual Ethernet

connections

Wodel 72 shown

Figure 3-18 DS4700 rear view (may look a little different on the GA product)
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RAID controllers
Each controller (Figure 3-19) includes the following features:

Two drive ports

One RS232 serial port

Four host ports (Model 72) or two host ports (Model 70)
Dual Ethernet ports

One battery CRU

vyvyyvyyvyy
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Battery CRL

4 host ports on Model 72 Dual Ethernet 2 Drive Ports
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Serial Port

Figure 3-19 DS4700 RAID controller (may look a little different on the GA product)

The RS232 serial port is a PS2 type port. This serial port is used for management and
diagnostic purposes. You can use a PC with a terminal emulation utility such as Hyper
Terminal to access the command set.

The dual Ethernet ports accommodate an RJ-45 10BASE-Tx or 100BASE-Tx Ethernet
connection. There are two ports per controller. One port is designed for out-of-band
management and the other port is meant for serviceability. This feature is similar to DS4800.

Because of the extra port, it is now preferable to have two IP addresses per controller in order
to manage and service the DS4700 appropriately. You can still operate the DS4700 with only
one IP port active per controller. You can assign either port of the two ports for management
or service on a given controller.

The default IP addresses for the controller A Ethernet ports 1 and 2 are 192.168.128.101 and
192.168.129.101, respectively. The default IP addresses for the controller B Ethernet ports 1
and 2 are 192.168.128.102 and 192.168.129.102, respectively. The default subnet mask for

all four Ethernet ports is 255.255.255.0.

Important: When changing the default IP addresses, remember that ports 1 and 2 of each
controller must be in separate subnets.
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DS4700 has a redundant battery system. Each controller has one battery customer
replacement unit (CRU)—a new lithium-ion battery system for cache. Its hold-up time is up to
seven days for Model 70 and three days for Model 72. The minimum life of the battery can be
up to three years. The battery can be easily replaced on site (Figure 3-20).

Figure 3-20 Replaceable backup battery unit

Power supply fan units
The DS4700 controller enclosure has two removable power supply fans. Each power supply
fan contains one power supply and two fans (Figure 3-21).

Figure 3-21 DS4700 power-supply fans

The four fans pull air through the drive from front to back across the drives. The fans provide
redundant cooling, which means that if one of the fans in either fan housing fails, the
remaining fans continue to provide sufficient cooling to operate the controller enclosure.

The power supplies provide power to the internal components by converting incoming AC
voltage to DC voltage. If one power supply is turned off or malfunctions, the other power
supply maintains electrical power to the controller enclosure.

To preserve the optimal airflow, do not remove a failed power supply fan CRU from the
DS4700 controller enclosure chassis until you are ready to replace it with a new CRU.

Note: Although both power supply fan units (left and right) are identical, they are seated in
the DS4700 controller enclosure chassis in opposite orientations. If the power supply fan
cannot fully be inserted in the power supply fan bay, flip it 180 degrees and reinsert it.
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3.2.4 DSA4700: Speed selector and LED indicator lights

LED indicator lights allow the DS4700 to communicate with the user. There are four main
components with LEDs:

Front panel

RAID controllers
Battery

Power supply fans

vyvyyy

Front panel LEDs and FC link speed selector
Figure 3-22 shows the DS4700 front panel and its LED indicator lights.

LEDs FC Link Speed Selector

Slot Identifier

Figure 3-22 DS4700 front panel LEDS

Link speed selector

The FC link speed selector is a physical switch that must be used to set the enclosure speed.
It should be set to 2 Gbps if 2 Gbps drives are used. If it is set to 4 Gbps while 2 Gbps drives
are used, the 2 Gbps drives will appear as bypassed drives in Storage Manager.

Because both drive channel pairs in the DS4700 connect to the same loop switch on each
controller, it is not possible to support one drive channel pair at 4 Gbps and the other drive
channel pair at 2 Gbps.

Front LEDs
They are:

» Locate LED (white or blue)
— On: Indicates storage subsystem locate.
— Off: This is the normal status.

» Service action allowed LED (blue)

— On: The service action can be performed on the component with no adverse
consequences.

— Off: This is the normal status.
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» Service action required LED (amber)

— On: There is a corresponding needs attention condition flagged by the controller
firmware. Some of these conditions might not be hardware related.

— Off: This is the normal status.

» Power LED (green)
— On: The subsystem is powered on.
— Off: The subsystem is powered off.

RAID controller LEDs
There are LEDs on the RAID controllers that serve as indicators of key information (refer to
Figure 3-23, Table 3-3, and Table 3-4 on page 40).

LEDs 1-2 (Host ports)

5
2 10/100 Tsegqment
ethemnet ports \ display (12)

TR

EE Diag
ool “Co gt oz

Figure 3-23 RAID controller LEDs

The LEDs are:

» LED #1 (green): Host channel speed L1

» LED #2 (green): Host channel speed L2
Table 3-3 FC Host SFP status LED definitions

LED#1 LED#2 Port Status
OFF OFF Link down

ON OFF Link rate 1 Gbps
OFF ON Link rate 2 Gbps
ON ON Link rate 4 Gbps

» LED #3 (blue): Serviced action allowed

— Off: Normal status.
— On: Safe to remove.
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» LED #4 (amber): Need attention

— Off: Normal status.
— On: Controller needs attention (controller fault or controller is offline).

» LED #5 (green): Caching active

— On: Data in cache.
— Off: No data in cache.

» LED #6 (green): Ethernet link speed

— Off: 10BASE-T.
— On: 100BASE-T.

» LED #7 (green): Ethernet link activity

— Off: No link established.
— On: Link established.

» LED #8 (amber): Drive channel bypass

— Off: Normal status.
— On: Drive port bypass problem.

» LED #9 (green): Drive channel speed L1
» LED #10 (green): Drive channel speed L2
Table 3-4 FC DISK expansion port SFP LED definitions

LED#9 LED#10 Port status
OFF OFF Link down

ON OFF Reserved

OFF ON Link rate 2 Gbps
ON ON Link rate 4 Gbps

» LED #11 (Amber): Drive channel bypass

— Off: Normal status
— On: Drive port bypass problem

» LED #12 (green/yellow): Numeric display (enclosure ID/diagnostic display)

— Diagnostic LED: On = Diagnostic code is displayed.
— Diagnostic LED: Flashing = Controller ID is displayed.
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Battery LEDs
Each DS4700 RAID controller has its own battery. There are three LED indicator lights on
each battery:

» Service action allowed (blue)

— Off: Normal status.
— On: Safe to remove.

» Battery charging (green)

— On: Battery charged and ready.
— Blinking: Battery is charging.
— Off: Battery is faulted, discharged, or missing.

» Needs attention or service action required (amber)

— Off: Normal status.
— On: Controller firmware or hardware requires attention.

Service Action Allowed
(Blue)

3

-0 EI'Q@/

Battery Charging
(Green)

®

\

Service Action Required
(Amber - Fault)

Figure 3-24 Battery LEDs

Power supply fans
Each power supply fan (Figure 3-25) contains one power supply and two fans.

Figure 3-25 Power supply fan LEDs
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The LEDs are:
» Power supply fan LED (AC power) (green)

— Off: Power supply fan is not providing AC power.
— On: Power supply fan is providing AC power.

» Serviced action allowed (blue)

— On: Safe to remove.
— Off: Normal status.

» Needs attention (amber)

— Off: Normal status.
— On: Power supply fan requires attention.

» Power supply fan Direct Current Enabled (DC power) (green)

— Off: Power supply fan is not providing DC power.
— On: Power supply fan is providing DC power.

3.2.5 DS4700: Host-side connections

The DS4700 integrates the host-side and drive-side connections into the controller itself.

There is a total of eight host connections (four per controller) on Model 72, and a total of four
host connections (two per controller) on Model 70. Each connection can operate at 4 Gbps
but will auto-negotiate to support 2 Gbps and 1 Gbps connections as well. Host connections
support Fibre Channel attachment through SAN switches and direct connections

(Figure 3-26).

Model 70

Model 72

12314
Figure 3-26 Model 70 (two host ports) and Model 72 (four host ports)

On Model 72, the host ports are labeled sequentially from 1 through 4, from left to right on
controller B (bottom right). Conversely, they are labeled in reverse order, from 4 to 1, from the
left to the right on controller A (top left).
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On Model 70, the host ports are labeled sequentially from 1 to 2, from left to right, on
controller B (bottom). Conversely, they are labeled in reverse order, from 2 to 1, from the left
to the right on controller A (top).

Having eight independent host ports allows us to establish fully redundant direct connections
to up to four hosts.

It is important to match up host or fabric connections to the DS4700 by attaching one
connection to each controller. In doing so, you take advantage of the DS4700’s ability to fail
over and distribute the workload among the two controllers. For any given host, make sure to
connect to the same host port number on each controller.

In Figure 3-27, a host is directly connected to each controller on the DS4700 using host port
1. By utilizing its four pairs of host ports, the DS4700 can support up to four directly
connected hosts and maintain high availability.

To Host#1

cocti] [ o
- 6w oo

12134 Controller B
Figure 3-27 Directly connected host to DS4700 (Model 72)

The DS4700 also fully supports Fibre Channel switched connections. Figure 3-28 depicts
how the DS4700 would be connected to dual-redundant fabrics. Note how the same host port
(1) is used on each controller to connect to the fabrics.

Hosts

Figure 3-28 SAN connected hosts to DS4700 (Model 72)
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3.2.6 DS4700: Drive-side connections
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The drive-side connections operate at up to 4 Gbps (2 Gbps or 4 Gbps) and allow connection
of disk expansion enclosures to the base controller unit.

There are four total drive-side connections (two on each controller). The numbering scheme
for the drive connections is structured like the host connections. Since controller A is
upside-down, the left-to-right numbering of the drive connection ports is reversed. This means
that controller A is numbered left to right, 2 to 1, in reverse sequential order. Controller B is
numbered left to right, 1 to 2, in forward sequential order, as shown on Figure 3-29.

Drive Connections A

2 1
o o mm e[ o . @)
¢ L [ICTees ‘ _
[a..
L.’ g of

Drive Connections B

Figure 3-29 Drive-side connection of DS4700

The DS4700 supports two dual-redundant drive channel pairs on which to place expansion
enclosures. Ports 1 and 2 on each controller are grouped together in one drive channel group.
If you look at the rear of a properly installed DS4700, you will see them clearly labeled. In this
case, ports 2 and 1 on controller A are channel group 1. Ports 1 and 2 on controller B are
channel group 2. The two ports on each drive channel group must run at the same speed.
There is no blocking between the two adjacent ports at the drive channel group level. It is best
to spread out the drive-side channel pairs among the channel groups to ensure maximum
availability.

A drive-side channel pair is made up of one port from each controller, going left to right. For
instance, drive channel pair 1 is composed of controller A, port 1, and controller B, port 2.
Drive channel pair 2 is composed of controller A, port 2, and controller B, port 1.
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The recommended pairing is driven by the connections between FC switches within
controllers A and B. These connections are depicted in Figure 3-30.

MidPlane

Drive Channel Drive Channel

CtrlA CtriB
Drive Ports 2 1 Drive Ports o 1
Channel Channel

T Pair 2 | 2
Pair 1

Figure 3-30 DS4700 loop switches and drive channels

3.2.7 DS4700: Drive-side cabling

The DS4700 can attach up to six EXP810 enclosures. It is generally best to spread
enclosures evenly among the two drive channel pairs as you scale up your DS4700 in storage
capacity. This allows you to fully utilize the maximum drive-side bandwidth. A fully configured
DS4700 should have three expansion enclosures on each drive-side channel pair.

Figure 3-31 on page 46 shows a fully configured DS4700 with six EXP810s attached.

If you were to implement a homogeneous environment (all 2 Gbps or all 4 Gbps), you should
scale by adding enclosures one-by-one across all two-drive channel pairs in an even
distribution. Since all your drive-side channel pairs operate at the same speed in a balanced
configuration, scaling out in this manner is the most efficient method for maintaining high
availability and performance.

The best sequence in which to populate drive channel pairs is:

1. Controller A, port 2/controller B, port 1 (drive channel pair 1)
2. Controller A, port 1/controller B, port 2 (drive channel pair 2)

Again, this sequence spreads out the workload among drive channel pairs and spreads the
enclosures across drive channel groups in the most efficient fashion.
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Drive-side cabling example

Refer to Figure 3-31. In this example, the DS4700 is cabled using all two-drive channel pairs,
assuming that there are six total expansion enclosures evenly spread out across the drive
channel pairs (three each).

054700
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Figure 3-31 Fully optimized DS4700 with six EXP810s attached

Each EXP810 ESM only has one pair of ports, labelled 1A and 1B, that can be used to
connect FC cables (the other pair of ports is reserved for future use). Proceed as follows:

1. Start with the first expansion enclosure, which we attach to drive channel pair #1. Cable
controller A, port 2, to the leftmost port (1B) of the first pair of ports of the left ESM of the
first EXP810 unit.

2. Cable the rightmost port (1A) of the first pair of ports of the left ESM of the first EXP810
unit to the leftmost port (1B) of the first pair of ports on the left ESM of the second EXP810
unit.

3. Cable the rightmost port (1A) of the first pair of ports of the left ESM of the second
EXP810 unit to the leftmost port (1B) of the first pair of ports on the left ESM of the third
EXP810 unit.

4. Cable the rightmost port (1B) of the first pair of ports of the right ESM of the first EXP810
unit to the leftmost port (1A) of the first pair of ports of the right ESM of the second
EXP810 unit.

5. Cable the rightmost port (1B) of the first pair of ports of the right ESM of the second
EXP810 unit to the leftmost port (1A) of the first pair of ports of the right ESM of the third
EXP810 unit.
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6. Cable controller B, port 1, to the rightmost port (1B) of the first pair of ports of the right

ESM of the third EXP810 unit located on the first drive channel pair. This is the last step of
the first drive channel pair.

7. Repeat steps 1-6 (using the next drive-side channel pair ports) for the second drive

channel pairs (three EXP810 units each).

Note: There are three rules for the EXP810 cabling (see Figure 3-32):
» Connect a maximum of three EXP810 enclosures per DS4700 controller drive port.
» The DS4700 controller drive port must always be connected to the EXP 810 port

labelled 1B. Because the left and right EXP 810 ESMs (ESMs A and B) are inserted in

the ESM bays in different orientations, ensure that you use the port labeled 1B before
making the Fibre Channel connection to the DS4700 storage server.

» Also, as previously stated, spread expansion enclosures among the two drive-channel
pairs. For example, if you attach a maximum of six EXP810 enclosures, it is better to
have three EXP810s behind each drive port rather than four and two.

1B 1A

Left ESM \ /

ooo

LN R

L]

oo o

oo

1A

Right ESM
1B

Figure 3-32 Port labels on EXP810
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In addition, we also recommend that you do not intermix expansion enclosure types (EXP710
and EXP810) behind the same controller drive port. If you have a mix of EXP810 and
EXP710, use a configuration similar to that shown in Figure 3-33, where EXP710 and
EXP810 are attached to different drive ports.

EXP810 EXP710 [P
Loop Pair 1 Loop Pair 2
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Figure 3-33 Connect EXP810 and EXP710 to different drive ports

Additional materials regarding cabling and setting up the DS4700 can be found on the IBM
Support Web site:

http://www-1.ibm.com/servers/storage/support/disk/ds4700/

3.2.8 DS4700: Controller/enclosure IDs
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The base controller unit and each expansion enclosure has an ID number associated with it.
The ID allows each expansion enclosure to be identified properly to the base controller unit.
Since the base and all expansion enclosures are connected by Fibre Channel loop, it is
necessary for each ID address to be distinct and unique for I/0 to flow properly.

When using EXP710s enclosures, the enclosure ID must be set using the switches at the
back of the enclosure.

When using EXP810s, the enclosure ID is indicated by a dual 7-segment LED located on the
back of each ESM next to the other ESM indicator lights. The storage server firmware
automatically sets the enclosure ID number. If needed, you can change the enclosure ID
setting through the DS4000 storage management software only. There are no switches on the
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EXP810 chassis to manually set the enclosure ID. Both ESM enclosure ID numbers will be
identical under normal operating conditions.

With DS4000 Storage Manager 9.16 and later the DS4700 base controller ID can also be
adjusted through the Storage Manager client software. The base controller ID is shown on the
two digital displays at the rear of the controller units (Figure 3-34).

——
SS01 ssD2
<
'
T\

Base Controller LEDs
Figure 3-34 Base controller ID LEDs

On the DS4700, the dual 7-segment displays are used to display the enclosure ID, but also
error codes. When the lower digit decimal point (DP) is on, it means that an error code is
displayed instead of the enclosure ID. Note that although the controllers are upside down
relative to each other, both controllers display the same orientation.

3.2.9 DS4700: Physical/environmental specifications

This section information describes the DS4700 storage server’s physical and environmental
specifications.

Physical specifications
These are:

Height: 12.95 cm (5.1 in.)
Width: 48.26 cm (19.00 in.)
Depth: 57.15 cm (22.5 in.)
Weight (max): 40 kg (88 Ib.)
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Operating environment
This is:
» Temperature

— 10° to 35°C (50° to 95°F) at 0 to 914 m (0 to 3,000 ft.)
— 10° to 32°C (50° to 90°F) at 914 to 2,133 m (3,000 to 7,000 ft.)

» Relative humidity: 8—80%
» Electrical power (per power supply, system rating):

— Voltage range: 100 to 240 V ac
— Power: 600 watts
— Frequency: 50/60 Hz

» Heat dissipation: 1300 BTU per hour
» Noise level (normal operation): 6.8 bels
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3.3 IBM System Storage DS4800 storage server

The IBM System Storage DS4800 storage server truly represents a breakthrough disk
storage solution and is designed to handle the most rigorous customer workloads in small
and large enterprises alike. Offering performance up to 550,000+ cache-based IOPS and the
first IBM 4 Gbps storage solution, the DS4800 offers enterprise-class performance and
availability but still maintains the ease-of-use and functionality that users have come to expect
with the DS4000 family. With the ability to hold up to 67.2 TB of FC disk physical capacity or
224 TB of SATA disk physical capacity, the DS4800 can be customized for both
performance-oriented and capacity-oriented storage solutions (Figure 3-35).

Refer to the IBM Support Web site for specific model-related information:

http://www.ibm.com/servers/storage/support/disk/ds4800/index.htm]

——e S —

Figure 3-35 DS4800 storage server

3.3.1 DS4800 features

50

The following four models are available:

1815-80A
1815-82A
1815-84A
1815-88A

v
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The 1825-80A and 1815-82A come with 4 GB of total cache (although Model 80A is lower in
performance than Model 82A). The 1815-84A has 8 GB of total cache and 1815-88A has 16
GB of total cache.

Models 1815-80A, 1815-82A, 1815-84A, and 1815-88A have these features:

» Compact 4U rack-mountable enclosure.

» Features Intel Xeon® 2.4 GHz processor.

» Utilizes next-generation XOR engines on RAID controllers.

» Dual, redundant 4 Gbps RAID controllers with up to 8 GB of cache memory (4 GB per
RAID controller).

» New lithium-ion battery backup protects data cache in each controller for at least 72 hours.
» Hot-swappable cache backup battery.

» Redundant, hot-swappable power supplies and fans.

» New hot-swappable midplane via an interconnect module.

» Supports RAID-0, RAID-1, RAID-3, RAID-5, and RAID-10 (RAID-1+0).
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Supports RAID-1 and 10 dedicated mirrored drive pairs configuration.
Supports Global Hot Spare.

Supports eight 4 Gbps host-side connections for two controllers. Each controller is
assigned four connections. Four host-side connections total are standard, with the option
of adding four more.

Host-side connections support Fibre Channel Switched, Loop, or Direct Connections.

Supports eight 4 Gbps drive-side connections for two controllers. This allows a total of
eight drive channel pairs (four dual-redundant drive channel pairs) to be implemented to
support expansion enclosure additions. (Note that ports are paired into channels for a total
of four channels, and FC loop restrictions, as to number of devices, apply to an entire
channel).

Redundant drive-side connections designed to avoid any single-point of failure and
maintain high availability.

New utilization of four dual-redundant pairs (versus two in the previous DS4000s) allows
the optimization of back-end bandwidth (four times more) and performance.

Supports up to 16 EXP100 SATA-only enclosures for a total of 224 disks. This allows you
to install up to 112 TB of raw capacity with 500 GB SATA disks or 224 TB of raw capacity if
we use a 1 TB SATA drive.

Supports up to 16 EXP710 FC-only enclosures for a total of 224 disks. This allows you to
install up to 67.2 TB of raw capacity with 300 GB FC disks.

Supports up to 14 EXP810 enclosures for a total of 224 disks. This allows you to install up
to 67.2 TB of raw capacity with 300 GB FC disks, up to 168 TB using the 750 GB SATA
E-DDM drives, or up to 224 TB using 1 TB SATA E-DDM drives.

Fully supports Fibre Channel/SATA intermix (premium feature) by allowing the
simultaneous usage of SATA and Fibre Channel behind one DS4800 controller, allowing
user flexibility and increased storage capacity utilization.

Supports up to 512 host storage partitions.
Supports shortwave Fibre Channel 4 Gbps host attachment.
Multiple heterogeneous server and operating system support (host kits required).

Powerful on demand functions: Dynamic volume expansion, dynamic capacity expansion,
and dynamic RAID level migration, which allow users to modify storage configurations
on-the-fly without incurring any downtime.

DS4000 Remote Service Manager to notify IBM in case of an issue.

New dual 10/100 Ethernet for out-of-band management to separate out-of-band
management from service diagnostics for each controller.

FlashCopy (premium feature).
VolumeCopy (premium feature).
Remote Volume Mirroring: Metro Mirror, Global Mirror, Global Copy (premium features).

Enhanced performance (premium feature with firmware starting with Version 7.10) lets
you enable higher performance and a low-performance tier DS4800 Model 80 only. (The
DS4800 Model 80 is configured to be either a high-performance tier or low-performance
tier subsystem during manufacturing.) Refer to 4.3.13, “Enhanced performance feature”
on page 175, for details.
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3.3.2 DS4800 chassis design
Figure 3-36 shows a diagram of the DS4800 modules.

52

Controller Support Modules
(Fans, power supplies)

Interconnect Module
(batteries, midplane)

Controllers

Figure 3-36 DS4800 chassis design

The DS4800 base controller unit is broken down into five primary field replacement units
(FRUs). These components are two controller modules, two controller support modules, and
one interconnect module:

>

>

»

The controller modules contain the XOR engines, the processors, and additional
electronics that allow the DS4800 to process I/0.

The controller support modules contain the power supplies and the fans.
The interconnect module holds the batteries and functions as a hot-swappable midplane.

All of the five FRUs and their individual components are hot-swappable and can be
interchanged while the system is online, allowing DS4800 users to maximize their uptime.

Note: The midplane of the DS4800 is hot-swappable.

It is important to note that the layout of the FRUs in the DS4800 differs from that of past
DS4000 architectures. If you compare the DS4800 and DS4500 chassis design, you will
notice significant differences:

»

Controllers in the DS4800 are located toward the rear of the controller unit, rather than the
front.

Host-side connections and drive-side connections are now integrated into the controller,
rather than as separate mini-hubs.

Cache battery backup is now located within the interconnect module.
The midplane is now hot-swappable and located in the interconnect module.

Fans and power supplies can now be found within the controller support modules in the
forward section.
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By reducing the number of FRUs, the DS4800 helps simplify the task of administering and
maintaining the base controller unit (Figure 3-37).

Drive-side mini-hubs

Communications Module

Host-side mini-hubs

Controllers Battery backup

Figure 3-37 Chassis design of the DS4500

3.3.3 DS4800 front view

The front section of the DS4800 contains the two controller support modules and the
interconnect module.

The controller support modules are the units (FRUs) on the left and right. They each house a
fan and a 375 W power supply. In order to replace the fan or power supply, it is necessary to
remove the controller support module and replace the broken or defective part.

The interconnect module is the unit (FRU) between the two controller support modules. The
interconnect holds the cache batteries and the new hot-swappable midplane. When the
interconnect module is removed, the DS4800 automatically suspends controller B, fails over
all the LUNSs to controller A, and continues to operate.

Note: Although the DS4800 will automatically suspend controller B and move all the LUNs
to controller A when the interconnect module is removed, we recommend as a best
practice that you manually move all the LUNs to controller A and take controller B offline
prior to removing the interconnect module.

When the interconnect module is put back in place, the DS4800 can revert back to normal
operations. However, you must manually redistribute the LUNSs to their respective owning
controller (A or B) since the DS4800 will not automatically redistribute for you.
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All the components depicted in Figure 3-38 are hot-swappable and can be replaced on-the-fly
to ensure that users do not incur any downtime.

Interconnect Module

Controller Support Modules
Figure 3-38 Front view of the DS4800

3.3.4 Interconnect module and battery packs

The interconnect module provides the electrical communication path between the power
supply fan units and allows their power supplies to load-share and to charge the
cache-backup battery packs. It houses two cache-backup battery packs. Each battery pack
contains batteries for both controllers’ caches (Figure 3-39).

Cache
Memory
| Controller A {top)
Voltage
Regulator
]
 — e [, .
I
1
Left Rower/Fdn Canister Intérgdnnect Canister Right Powef/Fan Cdnister
Bqttery Packs
Charge m ) Charge
Power r r Power
Supply A|lB AlB - Supply
Charge Charge
r r
Front

Figure 3-39 Front view
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The DS4800 battery packs do not have set expiration dates. Only replace a battery pack
when indicated as failed by the LEDs (see “Controller support module LEDs” on page 58).
You only must replace the battery pack that was indicated as failed by the LED, not both
battery packs.

Because write-caching is disabled when either one of the backup battery packs fails, you
should replace the failed battery pack as soon as possible to minimize any impact due to the
disabling of the write-caching function.

3.3.5 DS4800 rear view

The rear of the DS4800 shows the two controllers stacked in a horizontal fashion. Controller A
is located on the top and controller B is located on the bottom. Controllers are hot-swappable
(Figure 3-40). Notice that controller A is positioned upside-down relative to controller B. It is
important to keep this in mind when connecting the back-end ports to hosts and drive-side
expansion enclosures, as we discuss later.

4 Drive-side connections

2 Ethernet connections

4 Host connections

Figure 3-40 Rear view of the DS4800

Each controller is also equipped with two Ethernet RJ45 connectors and one serial port.
These are discussed in 3.3.11, “DS4800: Additional connections” on page 73.

3.3.6 DS4800 LED indicator lights

LED indicator lights allow the DS4800 to communicate with the user. There are four main
components with LEDs:

\{

Front bezel panel

RAID controllers

Controller support modules
Interconnect module

vyvyy
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Front bezel LEDs
Figure 3-41 shows the front bezel panel of the DS4800 and its LED indicator lights.

Locate/ldentify LED

Overall DS4800 Configuration
Power LED Needs Attention LED

TotalStorage

Figure 3-41 Front bezel LEDs

The LEDs are:
» Power LED (green)

— On: Subsystem is powered on.
— Off: Subsystem is powered off.

» Locate/identify (blue)

— Off: Normal status.
— On: Storage subsystem locate.

» Overall DS4800 configuration needs attention (amber)

— Off: Normal status.
— On: Failure exists either in the storage system chassis or expansion enclosures.

RAID controller LEDs
The LEDs on the RAID controllers serve as indicators of key information (Figure 3-42).

1 Gbps 1 Gbhps (Not Supported)
Both = 4Ghps Both = 4Gbhps

1422

Link speed label Ready to remove

Heeds Attention

Fast Write Cache

Figure 3-42 RAID controller LEDs

IBM System Storage DS4000 and Storage Manager V10.30



Figure 3-43 labels each LED.

11—t 1m0

Controller B

¥
g

Figure 3-43 RAID controller LEDs

The LEDs are:

>

>

>

LED #1 (green): Host channel speed L1: Speed L1.
LED #2 (green): Host channel speed L2: Speed L2.
LED #3 (amber): Drive port bypass:

— Off: Normal status.
— On: Drive port bypass problem.

LED #4 (green): Drive channel speed L1: Speed L1.
LED #5 (green): Drive channel speed L2: Speed L2.

LED #6 (amber): Drive port bypass:

— Off: Normal status.
— On: Drive port bypass problem.

LED #7 (blue): Service action allowed:

— Off: Normal status.
— On: Safe to remove.

LED #8 (amber): Needs attention:
— Off: Normal status.

— On: Controller needs attention (controller fault or controller is offline).

LED #9 (green): Cache active:

— On: Data in cache.
— Off: No data in cache.
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» LED #10 (green): Ethernet link speed:

— Off: 10BASE-T.
— On: 100BASE-T.

» LED #11 (green): Ethernet link activity:

— Off: No link established.
— On: Link established.
— Blinking: Activity.
» LED #12 (green/yellow): Numeric display (enclosure id/diagnostic display):

— Diagnostic LED: On = Diagnostic code is displayed.
— Diagnostic LED: Flashing = Controller ID is displayed.

Note: For LED #1/LED #2 and LED #4/LED #5, you can determine their link speeds by the
following rules:

» If L1 = off and L2 = off, then there is a Fibre Channel connection issue.
» If L1 =on and L2 = off, then the channel is operating at 1 Gbps.
» If L1 = off and L2 = on, then the channel is operating at 2 Gbps.
» IfL1=o0nandL2 = on, then the channel is operating at 4 Gbps.

Controller support module LEDs

The controller support modules are located on the left side and right side in the forward
section of the DS4800, behind the front bezel panel. The two modules each contain the power
supplies and fans that are needed to operate the DS4800. The LED indicator lights are shown
in Figure 3-44.

i : : -...
Power CSREEE G 5:’

Battery charging

' 3
ﬁ?. -‘.. :-
LLL]
i

Battery charging ==

MNeeds attention

Ready to remove

Figure 3-44 Controller support module (power supply/fan) LEDs
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The LEDs are:
» Power LED (green)

— On: Power supply is providing power.
— Off: Power supply is not providing power.

» Battery 1 charging (green)

— On: Battery charged and ready.
— Blinking: Battery is charging.
— Off: Battery is faulted, discharged, or missing.

» Battery 2 charging (green)

— On: Battery is charged and ready.
— Blinking: Battery is charging.
— Off: Battery is faulted, discharged, or missing.

» Needs attention (amber)

— Off: Normal status.
— On: Controller support module requires attention.

» Service action allowed (blue)

— Off: Normal status.
— On: Safe to remove.

Interconnect module LEDs

The interconnect module is located in the forward section of the DS4800, behind the front
bezel panel. It is located in between the two controller support modules. It holds the cache
batteries and the removable midplane. The LED indicator lights are shown in Figure 3-45.

Battery needs attention

Power

MNeeds attention

Locate (white bulb)

Ready to remove

Battery needs attention

Figure 3-45 Interconnect module LEDs
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The LEDs are:
» Battery needs attention (amber)

— Off: Normal status.
— On: Battery failed.

» Power LED (green)

— On: Storage subsystem is powered on.
— Off: Storage subsystem is powered off.

» Overall DS4800 configuration requires attention (amber)

— Off: Normal status.
— On: Component in the storage system has developed a fault.

» Locate/ldentify (white, but appears as blue when front bezel is installed)

— Off: Normal status.
— On: Storage subsystem locate.

» Service action allowed (blue)

— Off: Normal status.
— On: Safe to remove.

» Battery needs attention (amber)

— Off: Normal status.
— On: Battery failed.

3.3.7 DS4800 host-side connections
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The DS4800 integrates the host-side and drive-side connections into the controller itself.
Previous DS4000 models used standalone ports or mini-hubs.

There are a total of eight host connections (four per controller). Each connection can operate
at 4 Gbps but will also auto-negotiate to support 2 Gbps and 1 Gbps connections.

Host connections support Fibre Channel attachment through SAN switches and direct
connections. The host ports are labeled sequentially from 1 through 4, from left to right, on
controller B (bottom). Conversely, they are labeled in reverse order, from 4 to 1, from the left
to the right on controller A (top). As previously indicated, this is because controller A is
installed upside-down relative to controller B.

Having eight independent host ports allows us to establish fully redundant direct connections
to up to four hosts.

It is important to match up host or fabric connections to the DS4800 by attaching one
connection to each controller. In doing so, you take advantage of the DS4800’s ability to fail
over and distribute the workload among the two controllers. For any given host, make sure to
connect to the same host port number on each controller.

Important: The DS4800 does not support a direct connection to a host if only connected
to one of the two controllers.
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As shown in Figure 3-46, a host is directly connected to each controller on the DS4800 using
host port 1. By utilizing its four pairs of host ports, the DS4800 can support up to four directly
connected hosts and maintain high availability.

To Host #1 Host connections (A)

Host connections (B)

Figure 3-46 Directly connected host to DS4800

The DS4800 also fully supports Fibre Channel switched connections. Figure 3-47 depicts
how the DS4800 would be connected into dual-redundant fabrics.

Notice how the same host port (1) is used on each controller to connect to the fabrics.

Figure 3-47 SAN connected hosts to DS4800

Note: If you do not implement a 4 Gbps SAN fabric end-to-end (that is, 4 Gbps host bus
adapters (HBAs) for your hosts, 4 Gbps SAN Switch) then the DS4800 host connections
will not operate at a full 4 Gbps. They will auto-negotiate down to either 2 Gbps or 1 Gbps,
depending on your SAN, HBAs, and SAN Switch SFPs.
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3.3.8 DS4800 drive-side connections
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The drive-side connections operate at up to 4 Gbps (2 Gbps or 4 Gbps) and allow connection
of disk expansion enclosures to the base controller unit.

There are eight total drive-side connections (four on each controller). The numbering scheme
for the drive connections is structured like the host connections. Since controller A is
upside-down, the left-to-right numbering of the drive connection ports is reversed. This means
that controller A is numbered left to right, 4 through 1, in reverse sequential order. Controller B
is numbered left to right, 1 through 4, in forward sequential order (Figure 3-48).

Drive Connections (A)

gee, .& H
o ge®
ssssssssasase o ul

Drive Connections (B)
Figure 3-48 Drive-side connections of DS4800

The DS4800 supports four redundant drive channel pairs on which to place expansion
enclosures. This is different from past DS4000 versions that have only allowed a maximum of
two drive channel pairs for expansion units. Adding two more drive channel pairs allows us to
potentially quadruple the back-end data bandwidth from an aggregate of 800 MBps to

3,200 MBps. This increase is accounted for by doubling the number of drive-side channel
pairs and by utilizing new 4 Gbps technology. It also brings the DS4800 to an unprecedented
level of availability, with the ability to spread out disk enclosures over twice as many back-end
drive channels.

Important: Note that ports are paired into channels (drive channels) for a total of four
channels, and FC loop restrictions, as to number of devices, apply to an entire channel.

Ports 1 and 2 on each controller are grouped together in one drive channel group. Similarly,
ports 3 and 4 are grouped together in another drive channel group. If you look at the rear of a
properly installed DS4800, you will see them clearly labeled. In this case:

v

Ports 4 and 3 on controller A are channel group 1.
Ports 2 and 1 on controller A are channel group 2.
Ports 1 and 2 on controller B are channel group 3.
Ports 3 and 4 on controller B are channel group 4.

vYyy

The two ports on each drive channel group must run at the same speed. There is no blocking
between the two adjacent ports at the drive channel group level. It is best to spread out the
drive-side channel pairs among the channel groups to ensure maximum availability. In the
next section, we discuss how this might impact how you would scale.
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A drive-side channel pair is made up of one port from each controller, from left to right. For
instance, drive channel pair 1 is composed of controller A, port 4, and controller B, port 1.

Drive channel pair 2 is composed of controller A, port 3; and controller B, port 2; and so on.

The recommended pairing is driven by the connections between FC switches within
controllers A and B. These connections are depicted in Figure 3-49.

Ports (A)
Channel Group #1 4 3 54 Channel Group #2

Channel Group #3 Ports (B) Channel Group #4

Figure 3-49 Drive channel groups on the DS4800
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You can see that from controller A, the lower FC chip is connected to controller A port 4. You
can also see that port 1 on controller B is connected to the upper FC chip from controller A. In
the event of a single FC chip failure on controller A, there is still connectivity from controller A
to the redundant drive channel-pair. This ensures that both controllers keep access to their
drives. LUNs remain on the controllers where they already reside, which guarantees less
potential disruption and less potential drop of performance from the host side (Figure 3-50).

Interconnect e
Module I !

Drive Channels
Drive Channels

CtrlA

Drive Poris L 4 3 | Drive Poris L 4 3 | L 2 1 |
Channel Channel Channel Channel

1 2 4 3
Pair 3 ‘

Pair 4

Pair 2

Pair 1

Figure 3-50 DS4800 loop switches and drive channels
If only two pairs of redundant drive channels are used, then the pairings should use the

leftmost ports of the leftmost channel first and then use the leftmost port of the remaining
channel.
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3.3.9 DS4800 drive-side cabling

The DS4800 can attach up to 16 EXP100 (SATA) or EXP710 (FC), or 14 EXP810(FC). It also
fully supports an intermix of the FC and SATA enclosures to allow users maximum flexibility
for customizing storage solutions. It is generally best to spread enclosures evenly among the
four drive channel pairs as you scale up your DS4800 in storage capacity. This allows you to
fully utilize the maximum drive-side bandwidth. A fully configured DS4800 should have four
expansion enclosures on each drive-side channel pair. Figure 3-51 shows a fully configured
DS4800 with 16 EXP710s attached.

Channel Channel

fo| St |',Til &a |

Drive Channel Pair 2 Drive Channel Pair 3 Drive Channel Pair 4
Figure 3-51 Fully optimized DS4800 with 16 EXP710s attached

Although we recommend spreading expansion enclosures among the four drive channel pairs
(with a maximum of four EXP710 per drive channel pair), we still support up to eight EXP710
in one drive channel pair on the DS4800. This is how the DS4500 is configured (it only
supports a maximum of two drive channel pairs). Using this cabling method on the DS4800
would forgo many of the performance and availability benefits unique to the DS4800’s ability
to use four drive channel pairs. However, there are situations in which using only two
drive-side channel pairs can be an advantage, as we discuss in 3.3.10, “DS4800: Expansion
enclosure scaling considerations” on page 68.

Note: In addition to the limitation of only eight EXP710 enclosures on one drive channel
pair, we have an additional limitation of eight total EXP710 enclosures that can be attached
to the two drive channel pairs that share a drive channel group. This means that drive
channel pair #1 and drive channel pair #2 combined cannot have more than eight EXP710
units. So, if you were to place eight EXP710 units on drive channel pair #1, you could not
place any unit on drive channel pair #2. The same guidelines apply to drive channel pair #3
and drive channel pair #4. As another example, if you were to place six EXP710 units on
drive channel pair #3, you could not place more than two EXP710 units on drive channel
pair #4.
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If you were to utilize only two drive-side channel pairs on the DS4800 instead of all four
available, it is best to use the drive channel pairs of controller A, port 4/controller B, port 1
(drive channel pair #1); and controller A, port 2/controller B, port 3 (drive channel pair #3).
This spreads out the two drive channel pairs across the two drive channel group pairs. Also,
since they are using separate drive channel groups, they do not necessarily have to operate
at the same speed. They can each operate at either 2 Gbps or 4 Gbps per drive channel pair.
This could potentially allow you to leverage your existing 2 Gbps investment behind the same
DS4800 as your new 4 Gbps technology.

We discuss the impact of a mixed environment in 3.3.10, “DS4800: Expansion enclosure
scaling considerations” on page 68. In 3.3.8, “DS4800 drive-side connections” on page 62,
we discuss drive channel groups.

If you were to implement a homogeneous environment (all 2 Gbps or all 4 Gbps), you should
scale by adding enclosures one-by-one across all four drive channel pairs in an even
distribution. Since all your drive-side channel pairs will operate at the same speed in a
balanced configuration, scaling out in this manner is the most efficient method for maintaining
high availability and performance. The best sequence (Figure 3-52) to populate drive channel
pairs is:

1. Controller A, port 4/controller B, port 1 (drive channel pair 1
2. Controller A, port 2/controller B, port 3 (drive channel pair 3
3. Controller A, port 3/controller B, port 2 (drive channel pair 2
4. Controller A, port 1/controller B, port 4 (drive channel pair 4

~— ~— — ~—

Interconnect [T ... s s = .
Module o o o - "

Drive Channals
Drive Channels

Drive Ports | 4 .3, Lz |
Ci'!mn'nrhM Channgl 3

Figure 3-52 Drive-side connections using drive channel-pairing methodology

Again, this sequence spreads out the workload among drive channel pairs and spreads the
enclosures across drive channel groups in the most efficient fashion.
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DS4800 drive-side cabling example with EXP710

In this example, the DS4800 is cabled using all four drive channel pairs, assuming that there
are 16 total expansion enclosures evenly spread out across the drive channel pairs (four
each). See Figure 3-51 on page 65 for the schematic.

1. Start with the first expansion enclosure, which we will attach to drive channel pair #1.
Cable controller A, port 4, to the IN port on the left ESM board of the EXP unit.

2. Cable the OUT port of the left ESM of the first EXP unit to the IN port of the left ESM of the
second EXP unit located on the first drive channel pair.

3. Repeat step 2 for the third and fourth EXP units on the first drive channel pair.

4. Cable the OUT port of the right ESM of the first EXP unit to the IN port of the right ESM of
the second EXP unit.

5. Repeat step 4 for the third and fourth EXP units on the first drive channel pair.

6. Cable controller B, port 1, to the OUT port of the right ESM of the fourth EXP unit of the
first drive channel pair. This will be the last step of the first drive channel pair.

7. Repeat steps 1-7 (using the next drive-side channel pair ports) for the second, third, and
fourth drive channel pairs (four EXP units each).

This procedure illustrates the DS4800 cabling according to IBM best practices and should
visually appear as in Figure 3-51 on page 65.

DS4800 drive-side cabling example with EXP810
When using the EXP810 enclosures, the DS4800 can only attach 14 enclosures. Figure 3-53
shows a fully configured DS4800 with 14 EXP810s attached.

Channel Channel
Group 1 Grotu) 2
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B el o Drive Channel Pair 2 (o .. rlr.“ oss | | Drive Channel Pair4

Drive Channel Pair 3

Figure 3-53 Fully optimized DS4800 with 14 EXP810s attached
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There are three rules for the EXP810 cabling (Figure 3-54):
» Connect a maximum of four EXP810 enclosures per DS4000 controller drive port.

» The DS4000 controller drive port must always be connected to the EXP 810 port labelled
1B. Because the left and right EXP 810 ESMs (ESMs A and B) are inserted in the ESM
bays in different orientations, ensure that you use the port labeled 1B before making the
Fibre Channel connection to the DS4000 storage server.

» Also, as previously stated, spread expansion enclosures among the four drive channel
pairs. Using only the EXP810 enclosures, a maximum of 14 enclosures can be connected
to a DS4800, as shown in Figure 3-53 on page 67.

1B
Left ESM 1A

OEM

Right ESM
1A 1B

ooQ

Figure 3-54 Port labels on EXP810

For detailed information about EXP810, refer to 3.6.5, “IBM System Storage EXP810
Expansion Enclosure” on page 90.

Attention: The above rules are applicable to EXP810 drive enclosures only. They are not
relevant for other DS4000 drive enclosures models.

Additional materials regarding cabling and setting up the DS4800 can be found on the IBM
Support Web site:

http://www.ibm.com/servers/storage/support/disk/ds4800/

3.3.10 DS4800: Expansion enclosure scaling considerations
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There are two ways to scale out as you add additional enclosures. For this purpose, we refer
to horizontal scaling when adding enclosures on additional drive channel pairs. Conversely,
we refer to vertical scaling when adding enclosures to existing drive channels pairs.

When scaling horizontally, try to spread out the enclosures over all the drive channel pairs
and ensure that no drive channel pair has more than one additional enclosure relative to the
others. Basically, try to balance out the expansion units over the drive channel pairs. In
addition, try to stripe LUNs horizontally to match the expansion scaling.

Scaling vertically might be done in an unbalanced fashion. For instance, if you were to only
use two drive channel pairs (like the DS4500) and add eight EXP710s to each pair, you would
not be scaling (horizontally) in the most optimal fashion. Try to also stripe LUNs vertically to
match the expansion scaling. There are benefits to using each approach that vary with the
desired results. In the discussion that follows, we assume that the desire is to implement
arrays and LUNs with full enclosure channel protection (no more than one HDD of an
array/LUN in each enclosure).
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Benefits of scaling horizontally
The benefits of scaling horizontally are:

» Maximum availability: There is the possibility of striping LUNs across four drive channel
pairs, rather than two.

» Maximum bandwidth: This allows fully striped LUNs (LUNs using HDDs that exist in all
four drive channel pairs) to utilize up to the full 3,200 MBps bandwidth (up to 800 MBps
per drive channel pair).

Benefits of scaling vertically
The benefits of scaling vertically are:

» Dedicated bandwidth: Placing LUNs on only one drive channel pair ensures that they will
receive a total of up to 800 MBps in bandwidth. If you stripe a LUN among all the drive
loops, that LUN must contend with all other LUNs on all other loops for bandwidth. It
probably will not affect performance negatively. However, it will vary according to your
workload and your environment.

» Optimized utilization of 2/4 Gbps mixed environment: The DS4800 can support separate
drive-side channel pairs that run at 2 Gbps and 4 Gbps behind the same controller. This
will allow you to reap the immediate benefits of new 4 Gbps technology, but still leverage
your existing 2 Gbps investment. In such a circumstance, it is best to stripe your LUNs
across enclosures in drive channel pairs that run at the same speed. Therefore, in this
mixed 2 and 4 Gbps environment, scaling horizontally would not be a benefit.
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Horizontal versus vertical examples

We first look at an example to illustrate the benefits of horizontal scaling versus vertical
scaling and then look at an example to see when vertical scaling might be beneficial. The
examples assume that all drive channel groups and their drive channel pairs operate at equal
speeds. In Figure 3-55, a DS4800 is configured with eight EXP710s and is scaled out
horizontally. All the drives in each drive channel pair can utilize a total of up to 800 MBps of
data bandwidth. In this case, four sets of two EXP710s (28 drives) are assigned 800 MBps
each.

800 MBps* 800 MBps* 800 MBps*
Pair #1 Pair #2 Pair #3 Pair #4

* - Performance up to indicated value. Will vary according to environment

Figure 3-55 Scaling horizontally with EXP710s using four drive channel pairs in the DS4800

Note: The EXP710 expansion unit operates at 2 Gbps. If using an EXP810 expansion unit,
the drive-side drive channel pair bandwidth will increase to a value closer to 800 MBps.

Assume that an application or a set of applications requires 1,200 MBps of bandwidth from
their LUNSs. In earlier DS4000 models, there was a maximum of two possible drive channel
pairs over which to distribute data. Therefore, such bandwidth could not be easily achieved,
and even if so, it was then difficult for other LUNs to share the remaining bandwidth and
operate optimally. With four drive channel pairs in the DS4800, you can spread out the LUN
over HDDs from all four drive channel pairs (also making sure to use enclosure channel
protection for maximum availability). Doing so evenly only takes roughly 300 MBps of
bandwidth from each drive channel pair. Balancing the workload allows you to increase
bandwidth to fulfill the most demanding requirements. Also, striping the LUN over four drive
channel pairs (rather than two) provides more availability than possible with other DS4000
models.

Scaling vertically might be more beneficial than scaling horizontally when there is a need for
dedicated bandwidth. Placing LUNs on just one drive channel pair ensures that those LUNs

are only affected by traffic on that particular drive channel pair. This means that LUNs on that
one drive channel pair get the dedicated bandwidth of one drive channel pair (up to

800 MBps). Striping LUNS across all loops allows you to use the aggregate bandwidth of all
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four drive channel pairs (up to 3,200 MBps). However, the LUNs must share that aggregate
bandwidth with all the other LUNs on the DS4800 and, in the process, be at the mercy of the
overall traffic of the entire subsystem, not just one drive channel pair.

In Figure 3-56 you can see that there are only two drive channel pairs being utilized. The
advantage of scaling vertically is that LUNs can be created on drive channel pair 1 only and
can be dedicated to the 800 MBps bandwidth. You can still achieve full enclosure protection
for larger LUNs. For instance, a 5+P RAID-5 array could still be placed on the six enclosures
in drive channel pair #1. A drive channel pair can support up to eight total EXP710s, much
like past versions of the DS4000 line.

Dedicated
Bandwidth

800 MBps*
Pair #2

* - Performance up to indicated value. Will vary according to environment

Figure 3-56 Scaling vertically with EXP710s using two drive-side drive channel pairs on the DS4800

By putting a LUN on this dedicated bandwidth, you can control what other LUNs can be
placed on the same drive channel pair. If you do not want others to take up most of this
dedicated bandwidth, you can place them on another drive-side drive channel pair. In the
horizontal scaling example, you stripe a given LUN across the four drive channel pairs. This
means that you do have the benefit of having additional bandwidth to work with (3,200 MBps
versus 800 MBps), but any other LUN that is provisioned on any of the four drive channel
pairs will affect the original LUNs that you have created. Due to the incredible amount of
overall bandwidth of the four drive channel pairs, you probably will not run into any issues.
However, allowing you to scale vertically will give you more options to provision your storage
in the manner that you desire.

Scaling vertically also allows you to utilize two different back-end bandwidth speeds on two
different drive channel pairs. In the previous examples, we have assumed that all drive
channel groups and their associated drive channel pairs operated at equal speeds. We now
discuss how scaling vertically benefits you when using a mixed bandwidth environment. As
mentioned earlier, drive channel pair #1/drive channel pair #2 must operate at the same
speed. Drive channel pair #3/drive channel pair #4 must also operate at the same speed. This

Chapter 3. DS4000 series hardware 71



72

is because each pair of drive channel pair ports shares the same drive channel group on
controller A and controller B.

It is possible to create two pairs of drive channel pairs that run at different speeds behind the
same DS4800. For instance, drive channel pair #1/drive channel pair #2 could each run at

4 Gbps, while drive channel pair #3/drive channel pair #4 could run at a slower 2 Gbps. A

1 Gbps connection is not permitted on the DS4800 drive side. Although this unbalanced
configuration is generally not recommended, it is possible. This would allow you to leverage
existing 2 Gbps technology behind the same DS4800 controller as top-of-the-line 4 Gbps
technology. Assign LUNs that require 4 Gbps solely to the 4 Gbps drive-side channel pairs
and assign other LUNSs that require 2 Gbps to the 2 Gbps drive-side channel pairs.

Drive Channel Pair #1
4 Gbps

Figure 3-57 Example of mixed drive-side environment (2/4 Gbps)

Note: The DS4800 supports EXP100 (2 Gbps), EXP710 (2 Gbps), and EXP810 (4 Gbps)
enclosure units.

When you create arrays and LUNSs, stripe HDDs vertically in drive channel pairs to maintain
consistent technology (2 or 4 Gbps). You could horizontally stripe across both technologies,
but your LUN will auto-negotiate down to the slowest speed (2 Gbps) and waste the
advantages that the 4 Gbps technology can bring. Therefore, if you wish to assign a LUN to a
4 Gbps drive-side channel pair in a mixed environment, it is essential that you scale vertically
on only the 4 Gbps drive-side channel pair.
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Note: You can combine the horizontal and vertical scaling of expansion units into a
customized solution. Keep in mind the following limitations:

» Four total drive-side channel pairs.
» No more than eight EXP710 or four EXP810 units in one drive-side channel pair.
» No more than 16 total EXP710 or 14 total EXP810 units connected to one DS4800.

» Drive channel pair #1 and drive channel pair #2 combined cannot have more than eight
EXP710 or seven EXP810 units.

» Drive channel pair #3 and drive channel pair #4 combined cannot have more than eight
EXP710 or seven EXP810 units.

» Drive channel pair #1 and drive channel pair #2 operate at the same speed (2 Gbps or
4 Gbps per drive channel pair).

» Drive channel pair #3 and drive channel pair #4 operate at the same speed (2 Gbps or
4 Gbps per drive channel pair).

Important: The numbers that we use for drive-side bandwidth (800 MBps per drive
channel pair) are dependent on having a fully supported 4 Gbps storage system. This
means that you must be using 4 Gbps HDDs, 4 Gbps EXP units, and 4 Gbps SFPs. If you
do not use all 4 Gbps components, the DS4800 backside bandwidth will only operate at the
maximum speed of the lowest performing component. Since drive-side connections on the
DS4800 only support 2 and 4 Gbps connections (no 1 Gbps), this means that it will operate
at 2 Gbps.

Attention: It is a best practice to use only 2 Gb HDDs or only 4 Gb HDDs in the same drive
channel pair.

3.3.11 DS4800: Additional connections

In addition to host and drive connections, the DS4800 rear also has connections for Ethernet
and serial ports. You can manage and service the DS4800 through these ports:

» RJ-45 Ethernet connector

This connector is for an RJ-45 10BASE-Tx or 100BASE-Tx Ethernet connection. There
are two connections per controller. One port is designed for out-of-band management and
the other port is meant for serviceability. This is a new feature and differs from previous
models of the DS4000. Previous models had only one port that handled both management
and service for each controller. The logic behind adding an extra port was to introduce
additional isolation and to separate management and service traffic from one another.
Because of the extra port, it is now preferable to have two IP addresses per controller in
order to manage and service the DS4800 appropriately. You can still operate the DS4800
with only one IP port active per controller. You can assign either port of the two ports for
management or service on a given controller.

The default IP addresses for the controller A Ethernet ports 1 and 2 are 192.168.128.101
and 192.168.129.101, respectively. The default IP addresses for the controller B Ethernet
ports 1 and 2 are 192.168.128.102 and 192.168.129.102, respectively. The default subnet
mask for all four Ethernet ports is 255.255.255.0.

Now DS4800 supports IPv4 and IPv6 Ethernet configuration.
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» Serial port

This serial port is used for management and diagnostic purposes. You can use a PC with
a terminal emulation utility such as Hyper Terminal to access the command set.

The maximum baud rate is 115 200 bps. The default baud rate setting from the factory is
38 400 bps.

Attention: Managing the DS4000 storage server through the serial interface has potential
risks. With certain commands you can initialize the RAID controller, and therefore lose all
your data. You should only use this interface when instructed to do so by IBM Technical
Support.

Serial Port (A)

Ethernet Ports (A)

Ethernet Ports (B)
Serial Port (B)

Figure 3-58 Ethernet and serial ports of DS4800

3.3.12 DS4800: Controller/enclosure IDs
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The base controller unit and each expansion enclosure has an ID number associated with it.
The ID will allow each enclosure to be identified properly to the base controller unit. Since the
base and all enclosures are connected by Fibre Channel loop, it is necessary for each ID
address to be distinct and unique for 1/O to flow properly. An ID address is composed of two
digits:

» A tens digit (x10)

» A ones digit (x1)

Enclosure IDs are typically between the values of x00 and x77. We recommend that all
enclosures in the same drive channel pair share the same tens digit (x10) value, but have
unique ones digits (x1). This allows you to keep better track of which enclosures belong to
which drive channel pairs and to avoid a potential problem that has been identified with the
use of duplicate single digits on the same drive channel pair.
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Note that EXP810s are automatically assigned enclosure IDs that match the values shown in

Table 3-5.
Table 3-5 Recommended enclosure ID scheme
Enclosure ID in Enclosure ID in Enclosure ID Enclosure ID in
redundantdrive | redundantdrive | in redundant redundant
channel pair 1 channel pair 2 drive drive channel
channel pair | pair 4
3
Enclosure 1 x00 x04 x10 x14
Enclosure 2 x01 x05 x11 x15
Enclosure 3 x02 x06 x12 x16
Enclosure 4 x03 x07 x13 x17

Enclosure IDs can be manually adjusted at the enclosure ID switch located at the back of
each enclosure. The controller ID normally ships with a value outside of the enclosure 1D
range of x00 to x77 (x80 is the default). See Figure 3-59.

N\ A 4 .-
SSD 1 SSD2
SN SN
@

Base controller ID LEDs

Figure 3-59 Base controller ID LEDs

Starting with DS4000 Storage Manager 9.14 and later, the DS4800 base controller ID is
adjusted through the Storage Manager client software. The base controller ID is shown on the
two digital displays at the rear of the controller units.

On the DS4800, the dual 7-segment displays are used to display enclosure IDs, but also error
codes. When the lower digit decimal point is on, it means that an error code is displayed
instead of the enclosure ID. Note that although the controllers are stacked upside down, both
controllers display the same orientation.

Note: The drive enclosure unit must be powered down when changing the enclosure ID.
This is to ensure that on power up, a hard AL_PA is used.

It is also important to follow the correct sequence to power on and off the storage
controllers and the disk enclosures. Refer to IBM Redbooks publication IBM System
Storage DS4800 Storage Subsystem - Installation, User's, and Maintenance Guide,
GC26-7748, for more information.

Chapter 3. DS4000 series hardware 75



3.3.13 DS4800: Physical/environmental specifications

The information in this section describes the DS4800 storage server’s physical and
environmental specifications.

Physical specifications
These are:

Height: 174.50 mm (6.87 in.)
Width: 481.75 mm (18.97 in.)
Depth: 634.92 mm (25.0 in.)

Weight: 36.38 kg (80.2 Ib.)

vyvyyy

Operating environment
This is:
» Temperature

— 10° to 35°C (50° to 95°F) at 0 to 914 m (0 to 3,000 ft.)
— 10° to 32°C (50° to 90°F) at 914 to 2,133 m (3,000 to 7,000 ft.)

» Relative humidity: 8—80%
» Electrical power (per power supply, system rating):

Voltage range: 100 to 240 V ac
Operating current: 2.25 to 5.4 Amperes
Power: 540 watts

Frequency: 50/60 Hz

» Heat dissipation: 804 BTU per hour

» Noise level (normal operation): 6.75 bels

3.3.14 DS4800: Upgrading previous DS4000 models
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The DS4000 family is designed around interchangeable, hot-swappable components with the
intent to leverage existing customer storage hardware investments. The DS4800 can leverage
existing DS4000 models by easily upgrading the base controller unit and reusing existing
EXP710s that are already populated with disk and data. The DS4000 feature that enables this
function is the DACstore. The DACstore region is a 512 MB reserved region on each physical
disk. This region holds the configuration information of data and allows you to interchange
disks seamlessly behind different DS4000 controller units.

In order to upgrade a DS4400/DS4500 to a DS4800, it is a prerequisite that you have all
EXP710s. This means that if you have any EXP700s, it is necessary that you acquire the
upgrade kit for each EXP700 and convert them to EXP710s prior to upgrading to the DS4800.
This conversion not only allows you to upgrade to the DS4800, but it will also allow you to
reap additional benefits of availability, performance, and enhanced diagnostic capabilities that
come with a switched expansion enclosure (SBOD).

Once you have all EXP710s, all you must do is swap out the DS4400/DS4500 storage server
for the DS4800 storage server and re-cable the disk-side back-end. This upgrade will require
an outage in order to complete.

Note: It is also possible to upgrade the DS4100/DS4300/DS4300 Turbo models in this
fashion as well. However, you must acquire an additional EXP100 (DS4100) or EXP710
(DS4300) because the DS4100/DS4300 houses 14 HDDs internally, while the DS4800
does not.
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3.4 DS4000 family supported operating system and topologies

This section lists the most popular supported operating system platforms and topologies. For
a complete and up-to-date list, refer to the DS4000 series interoperability matrix, available at:

http://www.ibm.com/servers/storage/disk/ds4000/interop-matrix.htm]

3.4.1 Supported operating systems
The DS4800 and DS4700 support the following operating systems.

VVYVYYYYVYVYVYVYYVYY

Windows 2000 Advanced Server with SP4
Windows 2003 Server with SP2, R2, and x64
Windows 2008 Server

MS Vista Client (SM Manager client only)
Novell® NetWare 6.5 with SP6

Red Hat Enterprise Linux 4.x and 5.0
SuSE Linux Enterprise Server 9 SP3
SuSE Linux Enterprise Server 10 SP1
VMWare ESX 2.5.3 and 3.0.1

AIX 5.1,5.2,5.3 and 6.1

HP UX 11, 11i and 11.23 with PVLinks
Solaris 8, 9, 10 and 10 on x86

3.4.2 Clustering support

Clustering support applies to DS4000 dual controller models only. Supported clustering
services are:

YyVVyVYVYVYVYVYYVYY

IBM SAN Volume Controller (SVC) 3.1.0, 4.1.x, 4.2.x, and 4.3.x
Microsoft Cluster Services

Novell Cluster Services

IBM HACMP™

PSS, GPFS/RVSD support

Steeleye - Lifekeeper 5.3 and 6.0

Veritas Cluster Server

HP MC/Service Guard

GPFS™ for Linux v 1 and 3

3.4.3 Supported server platforms

The supported server platforms are:

vyvyyvyyvyy

IBM System x and System p
IBM BladeCenter®

HP (Intel)

Dell (selected models)

HP and Sun™ UNIX® based
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3.5 DS4000 series product comparison

The DS4000 range is growing. Figure 3-60 and Figure 3-61 on page 79 summarize the
characteristics of the DS4000 series of products.

Feature/Function
Machine type-model

Host ports - max

Native host link speed
Supported host link speeds
Drive ports / loop pairs or loops

Processors
Processor type

Cache per subsystem

System z and
System i attachment

Maximum drives

Drives supported
Geometries supported

Maximum capacity

RAID levels supported
RAID array sizes
Intermix FC and SATA

FlashCopy
Volume Copy

Remote mirror, synchronous copy, to

10km

Remote mirror, asynchronous copy,

extended distance

Remote mirror, asynch copy with

write consistency, extended dist.

Call Home support
Non-call Home support

Hot swappable disks/components

Concurrent firmware upgrade

DS4700-72A
1814-72A
Architecture
8 FCP
4Gbps
1, 2, 4Gbps
4/2
2
Intel xScale 667 MHz
4GB
No

Disk Storage
112 (EXP810)
100 (EXP710)

FC, SATA
73,146 GB 15K 2Gb
73, 146, 300 GB 10K 2Gb
73, 146, 300 GB 15K 4Gb
500,750 GB, 1TB 7.2K SATA
4Gb
50TB FC
112 TB SATA
0,1,3,5,6,10
any+p any+any
Yes
Availability Features
Yes

Yes

Metro Mirror

Global Copy

Global Mirror

RSM for Storage
email alerts
Yes
Yes

DS4700-70A
1814-70A

4FCP
4Gbps
1,2,4Gbps
4/2

2
Intel xScale 667 MHz

2 GB
No

112 (EXP810)
100 (EXP710)

FC, SATA
73,146 GB 15K 2Gb
73, 146, 300 GB 10K 2Gb
73, 146, 300 GB 15K 4Gb
500, 750, 1TB 7.2K SATA
4Gb

50TB FC

112 TB SATA
0,1,3,5,6,10
any+p any+any

Yes

Yes
Yes

Metro Mirror

Global Copy

Global Mirror

RSM for Storage
email alerts
Yes
Yes

Figure 3-60 DS4700-72 and DS4700-70 characteristics

78 IBM System Storage DS4000 and Storage Manager V10.30



Feature/Function
Machine type-model

Host ports - max

Native host link speed
Supported host link speeds
Drive ports / loop pairs or loops

Processors
Processor type

Cache per subsystem

System z and System i attachment

Maximum drives

Drives supported
Geometries supported

Maximum capacity

RAID levels supported
RAID array sizes
Intermix FC and SATA

FlashCopy
Volume Copy

Remote mirror, synchronous copy, to

10km

Remote mirror, asynchronous copy,
extended distance

Remote mirror, asynch copy with
write consistency, extended dist.

Call Home support

Non-call Home support

Hot swappable disks/components
Concurrent firmware upgrade

DS4800-82/4/8A
1815-8xA
Architecture
8 FCP
4Gbps
1, 2, 4Gbps
8/4

2
Intel Xeon 2.4 GHz

4GB/8GB/16 GB
No

Disk Storage
224
FC, SATA
73,146 GB 15K 2Gb
73, 146, 300 GB 10K 2Gb
73, 146, 300 GB 15K 4Gb
500, 750, 1TB 7.2K SATA 4Gb

67TB FC
224 TB SATA

0,1,35,10
any+p any+any
Yes
Availability Features
Yes
Yes

Metro Mirror
Global Copy

Global Mirror

RSM for Storage
email alerts
Yes
Yes

DS4800-80A
1815-80A

8 FCP
4Gbps
1, 2, 4Gbps
8/4

2
Intel Xeon 2.4 GHz

4 GB
No

224

FC, SATA
73, 146 GB 15K 2Gb
73, 146, 300 GB 10K 2Gb
73, 146, 300 GB 15K 4Gb
500, 750, 1TB 7.2K SATA 4Gb

67 TB FC
224 TB SATA

0,1,3,5 10
any+p any+any
Yes

Yes
Yes

Metro Mirror
Global Copy

Global Mirror

RSM for Storage
email alerts
Yes
Yes

Figure 3-61 DS4800 characteristics
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Note: The usable disk space is less than overall disk capacity. Consider these usable
capacity amounts for storage capacity calculation issues:

v

73.4 GB formatted capacity is equal to 67.860 GB usable capacity.
146.8 GB formatted capacity is equal to 136.219 GB usable capacity.
300 GB formatted capacity is equal to 278.897 GB usable capacity.
500 GB formatted capacity is equal to 465.161 GB usable capacity

vvyy

The usable capacities are what the SMclient will report as storage that can be used by the
hosts. We arrive at this number by the following steps:

1. Take the listed raw disk amount (listed in decimal, as the storage industry standard
dictates) and divide by 1.073742 to get a raw binary capacity (1 decimal GB =
1,000,000,000 bytes. One binary GB = 1,073,741,824 bytes (2/30 bytes)).

2. Subtract out the 512 MB DACstore region (region that holds configuration information)
after converting the DACstore to binary.

3. This gives you the usable binary capacity that can be utilized by hosts and is what the
SMclient will report to you as usable capacity.

3.6 DS4000 series expansion enclosures
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There are four models of expansion enclosures available for the DS4000 series of storage
servers:

» DS4000 EXP100 SATA Expansion Enclosure with 2 Gbps capability

» DS4000 EXP710 FC Expansion Enclosure with 2 Gbps Switched Disk Technology (This
technology is also referred to as a Switched Bunch Of Disks (SBOD).)

» DS4000 EXP420 SATA Expansion Enclosure with 4 Gbps capability (DS4200-only
expansion enclosure)

» DS4000 EXP810 FC Expansion Enclosure with 4 Gbps capability

In this section we discuss the features of the DS4000 expansion units (EXP) and how they
can be attached and combined to expand the storage capacity of the DS4000 storage
servers. In particular, we look at the possibilities and limitations of intermixing FC and SATA
enclosures, as that is now supported with Storage Manager 9.x and later.

Connectors, LED indicators, and switches located at the rear of the expansion units are
similar on all models.

For additional information about drive migration and special handling procedures for
expansion enclosures, refer to the IBM System Storage DS4000 Hard Drive and Storage
Expansion Enclosure, GC53-1139-00, available at:

http://www-1.ibm.com/support/docview.wss?uid=psgIMIGR-57818
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3.6.1 IBM TotalStorage DS4000 EXP100 Expansion Enclosure

The EXP100 (machine type 1710-10U), shown in Figure 3-62, is a rack-mountable storage
expansion enclosure that contains 14 bays for slim-line hot-swappable Serial ATA (SATA) disk
drives. It occupies 3U inside a rack and features hot-pluggable and redundant power supplies
and fans. Additionally, it contains two Environmental Service Modules (ESM) boards that can
connect to the FASLT storage server in a fully redundant Serial ATA point-to-point (switched)
fabric. Fully populated with 400 GB SATA drives, it offers 5.6 TB of raw capacity. If we use 1
TB SATA, it offers 14 TB raw capacity.

Additional information can also be found at:

http://www.ibm.com/servers/storage/support/disk/expl00/

Figure 3-62 EXP100 front view

Front view

From the front panel (Figure 3-62) you can access up to 14 hot swappable SATA hard disk
drives and view the status LEDs (28 on the top of the server and two at the bottom on the
right side).

» Green activity LED

Each drive has an associated activity LED on the EXP100 chassis. A flashing green LED
indicates drive activity. A solid green LED indicates that the drive is properly installed and
powered on. If the LED is off, it means the EXP100 is not powered up or the drive has not
spun up.

» Amber disk-drive-fault LED

Each drive has an associated fault LED on the DS4100 chassis. A solid amber LED
indicates a drive failure. A flashing LED indicates that a drive identify process is in
progress.

» Green power-on LED
This indicates a powered-on system.

» Amber general-system-fault LED
When a storage server component fails (such as a disk drive, fan, or power supply), this
LED is on.

The number of HDDs in the enclosure can vary from 1-14. To ensure proper cooling and
avoid Electro Magnetic Interference (EMI), all 14 bays should be occupied either by an HDD
or by a filler module.
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EXP100 ESM board

The ESM boards provide connectivity from the drives inside the EXP100 to the DS4000
storage server. As depicted in Figure 3-63, both ESM boards are connected to all 14 disk
drive bays in the EXP100. This provides redundancy in the case of one ESM board failure or
if one connection loop to the storage server is broken. In case of one ESM board failure, all
disk drives remain connected through the other ESM board. Each ESM board has an
incoming and outgoing SFP module port.
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Figure 3-63 EXP100 ESM board diagram

One SFP module port is marked as IN, the other one OUT. A close look at Figure 3-63
reveals that both ports function identically. Thus, it is not mandatory to stick to their incoming
or outgoing role. However, the best practice is to use them in accordance with their labeling.
Always connect outgoing ports on the storage servers to incoming ports on the EXP
Enclosures. This ensures clarity and consistency in cabling implementation, making
troubleshooting easier, faster, and more efficient.

Important: The correct power-on sequence is to switch on all expansion enclosures first,
and when all disks in the enclosures are ready (steady green LED for each disk), switch on
the storage server. The correct power-off sequence is just the opposite: First, switch off the
storage server, then the expansion enclosures.

Applying the wrong sequence can cause a configuration loss, resulting in a loss of data.
Refer to 5.2.1, “Turning on the power” on page 226, for more information.

3.6.2 IBM Total Storage DS4000 EXP710 expansion enclosure

The EXP710 is a rack-mountable storage expansion enclosure that contains 14 bays for
slim-line hot-swappable Fibre Channel disk drives. It occupies 3U inside a rack and features
hot-pluggable and redundant power supplies and fans.

The redesigned Environmental Service Module board (two ESMs in an EXP710) provide a
redundant switched fabric connection to each drive in EXP710, eliminating the arbitrated loop
within the disk enclosure that existed in the previous EXP700 model.
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This feature allows not only better performance in large configuration, resulting from reduced
loop latency, but also improves diagnostics and troubleshooting tasks. Indeed, the
point-to-point topology provides a full isolation of the drives, eliminating the risk of a single
drive disrupting the loop and causing other drives to fail on the loop (fault propagation). This
also enables selective diagnosis of FC errors (Figure 3-64).

For more information about DS4000 EXP710 Expansion Enclosure, refer to:

http://www.ibm.com/servers/storage/support/disk/exp710/

Figure 3-64 EXP710 front view

Front view
From the front, we can access up to 14 hot-swappable Fibre Channel hard disk drives and
view the two status LEDs on top (Figure 3-65):

» Green power LED
This LED indicates that the DC power status is okay.
» Amber general-system-fault LED

When a storage server component fails (such as a disk drive, fan, or power supply), this
LED will be on.

Power LED (green)

Selected LED (blue)

AR LI LRl L AR L AR (R )

Activity LED (green) ault LED (amber)
Figure 3-65 EXP710 front view
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Each disk drive also has its own status LEDs:
» Green activity LED

When this LED is flashing as quickly as about three times per second, it indicates disk
drive activity. When it is steadily on, it means that the disk drive is okay and properly
installed. When it is flashing as slowly as once per second, it seems that the RAID
controller does not recognize the HDD.

» Amber disk-drive-fault LED

If a disk drive fails, this LED will be steadily on. While the drive is being identified or rebuilt,
it flashes.

» Blue LED

This is situated right of the general system error LED and is used as a locate option from
Storage Manager to locate and identify a drive enclosure in the storage system.

The HDDs in the enclosure can vary from 2 to 14. To ensure proper cooling and avoid EMI, all
14 bays should be occupied either by a HDD or by a filler module.

EXP710 ESM board

The ESM boards provide the connectivity of the drives inside the EXP710 to the DS4000
storage server. As you can see in Figure 3-63 on page 82, both ESM boards are connected to
all 14 disk drive bays in the EXP710. This provides redundancy in the case of one ESM board
or one loop connection failing. All disk drives remain connected through the other ESM board
or FC loop. Each ESM board has an incoming and outgoing SFP module port (Figure 3-66).

Switched fabric processor ESM A

o~

FC-SW

==

me<-—30
me< =20
m= =310
me<-—30
m=-=-30
m= =330
me<=230

+
FC-SW

.\

Switched fabric processor ESM B

Figure 3-66 EXP710 ESM board diagram

One SFP module port is marked as IN, the other one OUT. A close look at Figure 3-66
reveals that both ports function identically, so it is not mandatory to stick to their incoming or
outgoing role. However, we recommend that you use them in the suggested manner. If you
always connect outgoing ports on DS4500 to incoming ports on EXP710, you will introduce
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clarity and consistency to our cabling implementation, and this will allow for much easier,
faster, and more efficient troubleshooting.

Important: The correct power up sequence is to switch on all expansion enclosures first
and when all disks in the enclosures are ready (steady green LED for each disk) switch on
the storage server. The correct power-off sequence is just the opposite: First, switch off the
storage server, then the expansion enclosures.

Applying the wrong sequence can cause a configuration loss, resulting in a loss of data.
Refer to 5.2.1, “Turning on the power” on page 226, for more information.

3.6.3 EXP100 and EXP710 enclosure ID and link speed

You can access the ESM boards, power supplies, and fans from the rear side of the EXP
Enclosure (Figure 3-67). Two hot-swappable power supplies and fan units provide
redundancy, and therefore offer a higher availability level. If a fan unit fails, do not remove it
from the storage server until the replacement is available. The cooling airflow will not be
optimal when a fan unit is missing. The same is true for power supplies. Do not remove a
failed power supply unit before you have a replacement available, or else the cooling will no
longer be efficient.

ESM board Fan Unit

| |
Power Supply Unit Speed Selector

Figure 3-67 EXP100 and EXP710 rear side

Enclosure ID

It is very important to correctly set the tray (enclosure) ID switches on ESM boards. They are
used to differentiate multiple EXP Enclosures that are connected to the same DS4000
storage server. Each EXP Enclosure must use a unique value. The DS4000 Storage Manager
uses the tray IDs to identify each EXP Enclosure. Additionally, the Fibre Channel Fabric
Address (EXP100/EXP710) for each disk drive is automatically set according to:

» The EXP710 bay where the disk drive is inserted
» Tray ID setting

Two switches are available to set the tray ID:

» A switch for tens (x10)

» A switch for ones (x1)

We can therefore set any number between 0 and 99 (see Figure 3-68 on page 86).

Important: Every EXP attached to the same DS4000 subsystem must have a different tray
ID. If the DS4000 storage server has internal HDDs, the EXP attached to it should be set to
a different tray ID. Otherwise, the front panel of both DS4000 storage server and EXP will
have an amber LED.
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Because the storage system follows a specific address assignment scheme for the drives,
you should observe a few guidelines when assigning enclosure IDs to expansion units.
Failure to adhere to these guidelines can cause issues with I/O error recovery and make the
troubleshooting of certain drive communication issues more difficult:

» Try to limit the number of expansion units to eight for each drive channel pair.
» Do not use an enclosure ID from 00 through 09.

» Ensure that the least significant digit (units) of the enclosure ID is unique within a drive
channel pair. The most significant digit (tens) should be unique for each drive channel pair
of a given storage system. For instance, a loop of purely EXP710s should be numbered
10-17 for the first drive channel pair and 20-27 for the second drive channel pair.

Link speed selection

Another important setting that you must verify is the link speed selection. The link speed
selector is located just above the tray ID. It is normally secured by a small metal cover to
prohibit changing it accidentally. If you are attaching an EXP700 to an older FAStT 200 and
500 storage server, you must change the switch to a 1 Gbps setting.

Figure 3-68 shows the two types of speed selection modules.

Note: Newly produced models of the EXP700 changed the metal cover to a power-switch
type of selection button (right side of Figure 3-68). It is easier to operate.

Link speed switch
(covered)

2Gh/sec

Tray ID
Conflict

Figure 3-68 EXP Enclosure tray ID and link speed

Tip: Enclosure IDs can be listed incorrectly in the Subsystem Management window, even if
the enclosure ID switch settings appear to be correct. This is because of the physical
design and movement of the enclosure ID switch. It is possible to leave the switch in a dead
zone between ID numbers, which will return an incorrect enclosure ID (this value is 0 in
most cases) to the storage management software. When setting the enclosure ID, ensure
that the switch has actuated completely and has settled where the value is clearly visible in
the viewing window.
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Important: Be sure that 2 Gbps is selected in a pure 2 Gbps environment. If there are
mixed connections with 1 Gbps products, 1 Gbps should be selected, or else the EXP700
Enclosure will not function properly.

EXP100 and EXP710 do not support 1 Gbps connections.

3.6.4 IBM System Storage EXP420 Expansion Enclosure

The IBM System Storage EXP420 Storage Expansion Unit expands the sixth-generation
architecture of the DS4000 series disk storage systems with increased, built-in capability for
4 Gbps Fibre Channel operation and 16-bay disk capacity. Designed for a maximum storage
density, the fully populated unit with 500 GB 7200 rpm SATA Enhanced Value - Disk Drive
Modules (EV-DDM) offers 8 terabytes (TB) capacity (16 TB if we use 1 TB E-DDM SATA
Drive). The EV-DDM SATA disk modules are exclusive to the EXP420. They are not
interchangeable with any other disk module.

The expansion unit is rack-mountable, occupies 3U rack space, and comes standard with two
4 Gbps shortwave small form-factor pluggable fiber optic transceivers for connection to
selected DS4000 midrange disk systems.

Important: The EXP420 will only operate behind a DS4200 controller:

» You cannot attach a EXP420 to any other DS4000 series product.
» Drives from EXP420 and DS42000 will not work in any other DS4000 series product.

EXP 420 front view

The front of the subsystem provides access to the 16 portable canister contained drives.
There are three summary LEDs at the bottom of the front panel (Figure 3-69).

SR e R T

]
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Figure 3-69 EXP420 front view

The LEDs are:
» White: Locate (3)

This white locator LED aids in module identification.
» Amber: Summary fault (4)

In case of a fault condition, this LED glows amber.
» Green: Power (5)

The power LED glows green when at least one power supply is operational.

Chapter 3. DS4000 series hardware 87



Two other options are accessible on the front. There is an audible alarm with a mute button on
the subsystem, which serves as an audible indicator of a fault.

Each lower-profile disk module (EV-DDM) has two indicators:

» Green: INPLACE/active LED shows drive in place or flashes for activity (1).
» Amber: Drive identification in case of fault (2).

EXP420 rear view
The rear of the enclosure provides access to the power supply and the 4 Gbit FC ESM.
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Figure 3-70 EXP420 enclosure rear view

The EXP420 supports two ESM CRUs to help provide system redundancy. FC ESM connects
a separate Fibre Channel loop to one of the two Fibre Channel ports on the disk drives, which
is designed to provide both loops with access to all drives. It is designed to maintain access to
all drives via the second loop and FC ESM. In the event of an FC ESM failure or inoperable
loop, access to all drives is still available via the second loop and FC ESM.
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ESM indicators
The indicators on the ESM board, as shown in Figure 3-71, include:

» Power: Normally green and indicates that the enclosure is switched on.

» ESM fault: The amber color shows that the SCSI-3 Enclosure Services (SES) has
detected a problem on the board. Normally it is off.

» Service action allowed: When blue, this indicates that it is safe to remove the ESM.
» Bypass LEDs: Amber if fiber connection is not detected. Blinking in case of fault.

» Port LEDs: Green to indicate the data rate according to the speed.

SSD 1 SSD 2

@
SN/

N
@

Diagnostic indicator
LED

Figure 3-71 Seven-segment LEDs and diagnostic LED

In addition, each ESM CRU contains a dual 7-segment display that indicates a unique tray ID,
which is determined by software/firmware. Both ESM displays within a drive enclosure
displays the same tray ID.

If an error has occurred, the numeric display (7-segment display) shows diagnostic
information. The numeric display indicates that the information is diagnostic by illuminating an
LED that appears as a decimal point between the display numbers. The diagnostic LED turns
off when the numeric display shows the storage subsystem enclosure ID under normal
circumstances.

The numeric display shows various diagnostic codes as the enclosures perform the startup
process after each power cycle or reset. After diagnostics are complete, the current storage
subsystem enclosure ID is displayed. Diagnostic codes in the form of Lx or Hx, where x is a
hexadecimal digit, indicate storage expansion enclosure state information. In general, these
codes are displayed only when the storage expansion enclosure is in a non-operational state.

The storage expansion enclosure could be non-operational due to a configuration problem
(such as mismatched types) or due to hardware faults. If the storage expansion enclosure is
non-operational due to system configuration, the storage expansion enclosure ESM fault LED
is off. If the storage expansion enclosure is non-operational due to a hardware fault, the
storage expansion enclosure ESM fault LED is on.

Power supply and fans

The subsystem requires two power supplies to maintain system cooling. Each CRU consists
of a portable, removable canister containing one 600-watt redundant switching power supply.
The canister has four LEDs:

» Power LED: Glows green if the power supply is being applied and the power switch is on.

» Service action allowed: Glows blue to indicate that the power supply can safely be
replaced.
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» Fault LED: Glows amber when the power cord or the blower has a fault condition.
» DC Power: Glows green to indicate that the DC power rails are within regulation.

The power supplies are tied to a common power bus on the midplane using active current
share between the redundant pair, as with the blowers that are supplied from the midplane.
Each is controlled and monitored by the ESM, which optimizes the cooling via dynamic speed
adaptation.

3.6.5 IBM System Storage EXP810 Expansion Enclosure
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The IBM System Storage EXP810 Storage Expansion Unit (1812-81A) expands the
sixth-generation architecture of the DS4000 series disk storage systems with increased,
built-in capability for 4 Gbps Fibre Channel operation and 16-bay disk capacity. Designed for
a maximum storage density, the fully populated unit with 300 GB Fibre Channel Enhanced
Disk Drive Modules (E-DDM) offers 4.8 terabytes (TB) capacity. The Expansion Unit is
rack-mountable, occupies 3U rack space, and comes standard with two 4 Gbps shortwave
small form-factor pluggable fiber optic transceivers for connection to selected DS4000
midrange disk systems. The EXP810 attaches to the DS4300, DS4500, DS4700, and
DS4800 storage servers.

Further information can be found on the following Web page:
http://www-03.1ibm.com/servers/storage/disk/ds4000/exp810/

ITIT PRPY- PP S

Figure 3-72 EXP810 front view

Note: There is also an EXP810 model designed to be powered from a - 48 V dc Telco
industry standard power source and it is NEBS-3 compliant. It includes an air filter option
with the optional front bezel.
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Front view

The front of the subsystem provides access to the 16 portable canister contained drives.
There are three summary LEDs at the bottom of the front panel (Figure 3-73):

» White: Locate

This white locator LED aids in module identification.
» Amber: Summary fault

In case of a fault condition, this LED glows amber.
» Green: Power

Power glows green when at least one power supply is operational.
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Fault LED Global Summary
Fault Reset Alarm

Mute Button

Figure 3-73 EXP810 front indicators

Two other options are accessible on the front:

» There is an audible alarm with a mute button on the subsystem, which will serve as an
audible indicator of a fault.

» 4 Gbps/2 Gbps FC link rate selector switch.

A switch on the front of the expansion unit selects the speed of the entire enclosure, either
2 Gbps or 4 Gbps, but not both at the same time.

If you select 4 Gbps with the switch on the front of the EXP810 and have a 2 Gbps drive
installed, it will not be recognized, and an error message should display in the Storage
Manager console. Mixing of 2 Gbps and 4 Gbps drives in the same enclosure is not
supported.

Each lower-profile disk module (E-DDM) has two indicators:

» Green: INPLACE/active LED shows the drive in place or flashes for activity.
» Amber: Drive identification in case of fault.

Important: The EXP810 and EXP710 disk drive modules are not interchangeable.

Important: Before powering up the EXP810 Storage Expansion Unit, make sure that the
minimum number of disk drive modules is installed in the enclosure. For more information,
refer to the EXP810 Storage Expansion Unit installation and setup instructions.
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EXP810 rear view
The rear of the enclosure (Figure 3-74) provides access to the power supply and the 4-Gbit
FC ESM.
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Figure 3-74 Back of subsystem with 4-Gbit controllers

EXP810 ESM board

The ESMs contain the storage expansion enclosure control logic, interface ports, and LEDs.
Each ESM has four small form-factor pluggable (SFP) module ports that you could use to
connect the storage expansion enclosure to the storage server. However, only the two ESM
SFP ports (labeled 1A and 1B) near the center of the storage expansion enclosure are used.
The SFP ports labeled 2A and 2B are reserved for future use (Figure 3-75).

A 28 \ Reserved

Figure 3-75 EXP810 ESM ports

The EXP810 supports two ESM CRUs to help provide system redundancy. FC ESM connects
a separate Fibre Channel loop to one of the two Fibre Channel ports on the disk drives, which
is designed to provide both loops access to all drives. It is designed to maintain access to all
drives via the second loop and FC ESM. In the event of an FC ESM failure or inoperable loop,
access to all drives is still available via the second loop and FC ESM.

The DS4000 EXP810 ESM board allows for host-based monitoring and control of the
subsystem via SCSI-3 Enclosure Services over the FC link.

92 IBM System Storage DS4000 and Storage Manager V10.30



ESM indicators
The indicators on the ESM board, as shown in Figure 3-76, include:

» Power: Normally green and indicates that the enclosure is switched on.

» ESM fault: The amber color shows that the SES has detected a problem on the board.
Normally it is off.

» Service action allowed: When blue, indicates that it is safe to remove the ESM.
» Bypass LEDs: Amber if the fiber connection is not detected. Blinking in case of fault.

» Port LEDs: Green to indicate the data rate according to the speed.

READY-TO-REMOVE LED (BLUE)

PORT 1 4GB 2GB PORT 2 ESM FAULT LED (AMBER)
BYPASS LED LED BYPASS POWER LED (GREEN)
LED PORT 3 BYPASS LED
\ \uﬂ /
Y T 1
[o]8] g]— NUMERIC
L
e ronT S f PORT 4 BYPASS LED
- 2G3LED “PORT 4

4G8 LED

Figure 3-76 ESM indicators

In addition, each ESM CRU contains a dual 7-segment display that indicates a unique tray ID,
which is determined by software/firmware. Both ESM displays within a drive enclosure display
the same tray ID.

If an error has occurred, the numeric display (7-segment display) shows diagnostic
information. The numeric display indicates that the information is diagnostic by illuminating an
LED that appears as a decimal point between the display numbers. The diagnostic LED turns
off when the numeric display shows the storage subsystem enclosure ID under normal
circumstances (Figure 3-77).

w

SSD 1 SSD 2
S
7D 3 AR

Diagnostic indicator
LED

Figure 3-77 Seven-segment LEDs and diagnostic LED

The numeric display shows various diagnostic codes as the enclosures perform the startup
process after each power cycle or reset. After diagnostics are complete, the current storage
subsystem enclosure ID is displayed. Diagnostic codes in the form of Lx or Hx, where x is a
hexadecimal digit, indicate storage expansion enclosure state information. In general, these
codes are displayed only when the storage expansion enclosure is in a non-operational state.
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The storage expansion enclosure could be non-operational due to a configuration problem
(such as mismatched types) or due to hardware faults. If the storage expansion enclosure is
non-operational due to system configuration, the storage expansion enclosure ESM fault LED
is off. If the storage expansion enclosure is non-operational due to a hardware fault, the
storage expansion enclosure ESM fault LED is on.

Power supply and fans

The subsystem requires two power supplies to maintain system cooling. Each CRU consists
of a portable, removable canister containing one 600-watt, redundant switching power supply.
The canister has four LEDs:

» Power LED: Glows green if the power supply is being applied and the power switch is on.

» Service action allowed: Glows blue to indicate that the power supply can safely be
replaced.

» Fault LED: Glows amber when the power cord or the blower has a fault condition.

» DC power: Glows green to indicate that the DC power rails are within regulation.

The power supplies are tied to a common power bus on the midplane using active current
share between the redundant pair. The blowers are supplied from the midplane. Each is

controlled and monitored by the ESM, which optimizes the cooling via dynamic speed
adaptation.

3.6.6 Intermixing EXP810 and EXP710
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When intermixing the EXP810 and EXP710, even though the enclosure grouping by type is
not a requirement, IBM recommends that you group them by enclosure type in a redundant
drive channel pair to simplify maintenance and troubleshooting. Also, the EXP810 link rate

switch must be set at 2 Gbps.

There is a limit for the number of maximum configurable disks in redundant drive channel
pairs. This limit determines the fixed number of drive enclosure combinations (Table 3-6). The
total number of configurable drives is 112.

Table 3-6 Total number of attached expansion units

Enclosure Max. number of configurable expansion
units in a drive channel pair

EXP710 8
EXP810 7
Intermixed 7

IBM does not recommend the intermixing of expansion units in the same redundant drive
channel pair. IBM recommends connecting all of the EXP710s to a redundant drive channel
pair and all of the EXP810s to the other (second) redundant drive channel pair. In this case
you can operate the EXP810 at a higher speed and avoid the subsequent separation of
intermixed drive channel pairs.

For detailed instructions for any intermix configuration, refer to the Installation and Migration
Guide - IBM TotalStorage DS4000 hard drive and Storage Expansion Enclosure,
GC53-1139-00, available at:

http://www-1.ibm.com/support/docview.wss?uid=psgIMIGR-57818

Note: EXP810s are automatically assigned enclosure IDs.
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3.6.7 Intermixing EXP100, EXP710, and EXP810 enclosures

Intermixing EXP100, EXP710, and EXP810 enclosures is supported with the DS4300,
DS4500, DS4700, and DS4800.

The following requirements apply:

» The FC/SATA Intermix Feature must be ordered from IBM and enabled (licensed) on the
storage server.

» Each array must be configured with the same type of drives, either all FC drives or all
SATA drives. Intermixing FC and SATA in the same array is not supported.

» EXP100 expansion enclosures must be placed at the top or bottom of the intermixed
stack.

Important: For detailed instructions on intermix configurations, refer to the IBM System
Storage S4000/DS5000 Fibre Channel and Serial ATA Intermix Premium Feature
Installation Overview:

http://www-947.ibm.com/systems/support/supportsite.wss/docdisplay?Indocid=MIGR-
57823&brandind=5000028

Dependant upon the firmware version, EXP710, EXP100, and EXP810 enclosures can be
intermixed. Below is a description of the intermixing details:

» With Version 6.15 firmware, the intermix of EXP710 and EXP100 was supported with the
DS4800.

» With the Version 6.16 firmware, the intermix of EXP710 and EXP810 was supported on
the DS4800, but the EXP100 was no longer supported with this firmware version.

» With the Version 6.16 firmware, the intermix of the EXP710 and EXP810 was supported
on the DS4700.

» With Version 6.19 firmware, the intermix of EXP710, EXP100, and EXP810 is supported
with the DS4300 and DS4500 only.

» With Version 6.23 or 6.60 firmware, the intermix of EXP710, EXP100, and EXP810 is
supported with the DS4300, DS4500, DS4700, and DS4800.

» With Version 7.10 and 7.15 firmware, the intermix of EXP710, EXP100, and EXP810 is
supported with the DS4700 and DS4800.

When intermixing these three types of enclosures, you group them by group of EXP100,
followed or preceded by a group of EXP810 and EXP710 enclosures. Even though there is
not a requirement to group EXP710 and EXP810 separately because the EXP810 and
EXP710 enclosures are considered to be SBOD enclosures, IBM strongly recommends
grouping EXP810 and EXP710 by enclosure type in the EP810/EXP710 enclosure group.
The reason is to simplify maintenance and troubleshooting. Also, as the EXP710 and EXP100
only are 2 Gbps enclosures, when intermixing with the EXP810, its link rate switch must be
set at 2 Gbps. Incorrect cabling of the EXP100 SATA enclosure could impact the performance
of your DS4000 Storage Server.

Note: The link rate setting only becomes effective after the EXP810 is powered up. Do not
change the setting while the EXP810 is operational. Schedule downtime to shut down the
entire DS4000 configuration to change the link rate speed setting.
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There is a limit for the number of maximum configurable disks in redundant drive channel
pairs. This limit determines the fixed number of drive enclosure combinations (Table 3-6 on

page 94). The total number of configurable drives is 112.

Table 3-7 Total number of attached expansion units

Enclosure

Max. number of configurable expansion
units in a drive channel pair

EXP710 or EXP100 8
EXP810 7
Intermixed 7

Table 3-8 shows the DS4800 and the DS4500 for the intermix enclosure numbers.

Table 3-8 EXP810 and EXP710/EXP100 enclosures per drive channel pair for DS4500/DS4800

Number of fully | Total number of | Number of fully | Total number of | Total number of

populated drives in populated drives in drives in a

EXP810s EXP810 EXP710s or EXP710s and or | mixed EXP810

EXP100s EPXP100s and EXP710 and

or EXP100 drive
channel pair

0 0 8 112 112

0 0 7 98 98

1 16 6 84 100

2 32 5 70 102

3 48 4 56 104

4 64 3 42 106

5 80 2 28 108

6 96 1 14 110

7 112 0 0 112

Table 3-9 Supported EXP810 and EXP710/EXP100 enclosures with the DS4700

Number of Totalnumber | Number of Total number | Drives in Total number

fully of drives in fully of drives in DS4700 of drives in

populated EXP810 populated EXP710s and mixed

EXP810s EXP710s or or EX100s EXP810 and
EXP100s EXP710 and

or EXP100s

0 0 6 84 16 100

1 16 5 70 16 102

2 32 4 56 16 104

3 48 3 42 16 106

4 64 2 28 16 108

5 80 1 14 16 110
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Number of Total number | Number of Total number | Drives in Total number
fully of drives in fully of drives in DS4700 of drives in
populated EXP810 populated EXP710sand mixed
EXP810s EXP710s or or EX100s EXP810 and
EXP100s EXP710 and
or EXP100s
6 96 0 0 16 112

With the DS4700 we recommend that the EXP710s or EXP100s are on their own drive

channel pair.

Table 3-10 Supported EXP810 and EXP710/EXP100 enclosures with the DS4300 Turbo

Number of Totalnumber | Number of Total number | Drives in Total number

fully of drives in fully of drives in DS4300 of drives in

populated EXP810 populated EXP710s and mixed

EXP810s EXP710s or or EXP100s EXP810 and
EXP100 EXP710 and

or EXP100s

0 0 7 98 14 112

1 16 5 70 14 100

2 32 4 56 14 102

3 48 3 42 14 104

4 64 2 28 14 106

5 80 1 14 14 108

6 96 0 0 14 110
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When intermixing EXP810 and EXP710, IBM recommends the cabling layout depicted in
Figure 3-78 for the DS4800 and in Figure 3-79 on page 99 for the DS4700.
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Figure 3-78 Preferred drive channel pair configuration for intermixed EXP810 and EXP710
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Figure 3-79 Intermixing EXP710 and EXP810 enclosures with the DS4700

It is possible to create two drive channel pairs that run at different speeds behind the same
DS4800, as shown in Figure 3-80. For instance, drive channel pair #1/drive channel pair #2
could each run at 4 Gbps, while drive channel pair #3/drive channel pair #4 could run at a
slower 2 Gbps. See 3.3.10, “DS4800: Expansion enclosure scaling considerations” on
page 68, for more information.

oA 4 A

Drive Channel Pair #1 Drive Channel Pair #3
4 Gbps 2 Gbps

Figure 3-80 Example of mixed drive-side environment (2/4 Gbps)
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Figure 3-81 shows a DS4800 with an intermix of EXP810 with Fibre Channel drives and
EXP710 or EXP100 enclosures. We recommend that when spreading enclosures across all
four enclosure drive channel pairs having the EXP810s on one drive channel pair and
EXP710s and EXP100 on another drive channel pair. This allows the EXP810 to fully utilize
the 4 Gbps throughput on a single channel versus the EXP710s and EXP100s 2 Gbps
throughput on another.
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Figure 3-81 Example of connecting a single type of enclosure behind a DS4800 enclosure drive port
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If at all possible, we recommend keeping different drive technologies, Fibre Channel versus
SATA drives, on different drive channels, realizing that enclosure throughput might be
affected. Figure 3-82 shows EXP710 and EXP810 enclosures that are mixed together behind
a drive port, grouped together by model type. In addition, the three EXP810s with the SATA
drive option are connected to a different drive channel than the EXP810 and EXP710 with the
Fibre Channel drive option. Note that the EXP810s mixed with EXP710s on the same drive
channel run at 2 Gbps.
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Figure 3-82 Example of grouping EXP810 and EXP710 model types together behind a DS4800
controller drive port
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When intermixing EXP100s, EXP710s, and EXP810s behind a DS4000 storage subsystem, it
might not be possible to cable the EXP100s in a separate redundant drive channel pair (or
separate drive port of the redundant dual-ported drive channel pair) from the EXP810s and
EXP710s. In this case, we recommend grouping the enclosures in such a way that the
EXP810s are placed between the EXP100s and EXP710s, as shown in Figure 3-83. Note
that this configuration runs at 2 Gbps.
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Figure 3-83 Example of grouping EXP100s, EXP710s, and EXP810s behind a DS4000 controller drive port

Table 3-8 on page 96 is for the DS4500 and DS4800 intermix drive numbers, Table 3-9 on
page 96 is for the DS4700, and Table 3-10 on page 97 is for the DS4300 intermix drive
numbers.

Important: For detailed instructions on intermix configurations, refer to the IBM System
Storage S4000/DS5000 Fibre Channel and Serial ATA Intermix Premium Feature
Installation Overview:

http://www-947.1ibm.com/systems/support/supportsite.wss/docdisplay?Indocid=MIGR-
57823&brandind=5000028

3.6.8 Drive intermixing within enclosures

Since the introduction of Storage Manager firmware V 6.23, a new feature is available that
allows intermixing of Fibre Channel and SATA E-DDMs within the same DS4700 storage
subsystem or EXP810 drive expansion enclosure.
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The following requirements apply:

» To intermix Fibre Channel and SATA E-DDMs within the same DS4700 storage subsystem
or EXP810 drive expansion enclosure, the controller should have a minimum firmware
level of 6.23.

» SATA E-DDM Drive firmware is to be updated to Update Package V1.1.

» Drive enclosure intermixing is only supported on the DS4700 storage subsystem and
EXP810 expansion enclosures.

» The FC/SATA Intermix Feature must be ordered from IBM and enabled (licensed) on the
storage server. This is the same Premium Feature license applicable to the intermixing of
FC and SATA enclosures.

» Each array must be configured with the same type of drives, either all FC drives or all
SATA drives. Intermixing FC and SATA in the same array is not supported.

Tip: The ideal configuration for SATA drives is one drive in each EXP per array, one logical
drive per array, and one operating system (OS) disk partition per logical drive, as shown in
Figure 3-84. This configuration minimizes the random head movements that increase
stress on the SATA drives. As the number of drive locations to which the heads must move
increases, application performance and drive reliability may be impacted. If more logical
drives are configured, but not all of them used simultaneously, some of the randomness
can be avoided. SATA drives are best used for long sequential reads and writes.

Array 1 1 OS Disk Partition

" Windows 2003 Mapping )

1 Logical Drive

DS4700 T

SATA Drive

EXP810 #1

SATA Drive

EXP810 #2

SATA Drive

EXP810 #3 1 OS Disk Partition

SATA Drive

Array 2

rLinux Mapping

1 Logical Drive

Figure 3-84 SATA disk configuration

Each SATA drive in the DS4700 or EXP810 expansion enclosure includes a SATA Interface
Card (also called a SATA Interposer Card, or SIC card), which provides speed-matching
technology enabling the 3 Gbps SATA drive to function effectively as a 4 Gbps drive, ensuring
that the DS4700 or EXP810 expansion enclosure achieves maximum performance when
intermixed with 4 Gbps Fibre Channel drives.

Note: SATA drives can function as hot spares for SATA drives only. Fibre Channel drives
can function as hot spare drives for Fibre Channel drives only.
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The unconfigured capacity from FC drives and the unconfigured capacity from SATA drives
are shown in an extra subfolder of the Total Unconfigured Capacity folder. See Figure 3-85.
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Figure 3-85 Unconfigured capacity for FC and SATA drives

Starting with Storage Manager v9.23, the Subsystem Management window incorporates two
new buttons that allow you to highlight the Fibre Channel or SATA drives within each
individual intermixed enclosure. See Figure 3-86 and Figure 3-87 on page 105.
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Figure 3-86 Fibre Channel drive selection
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Figure 3-87 SATA drive selection

Important: For detailed instructions on intermix configurations, refer to the IBM System
Storage DS4000 Fibre Channel and Serial ATA Intermix Premium Feature Installation
Overview.

Tip: The premium features FlashCopy, VolumeCopy, and Enhanced Remote Mirroring are
supported in intermixed configurations. This means that you can configure copies and
mirror relationships from FC drives to SATA drives and vice versa.

Best practice: We recommend that all copy services have the source and target logical
drives of the same physical type, Fibre Channel versus SATA.

However, when acceptable, intermixed configurations can be used as presented in the
following examples:

» In a backup scenario where a FlashCopy and a VolumeCopy are made to a target logical
drive residing on SATA disks technology. The backup can then be performed to tape, using
less expensive storage for staging the data to be backed up and therefore reducing the
total cost of the storage solution.

» If you can afford to do application testing utilizing SATA disk technology, a VolumeCopy of
production data residing on Fibre Channel disks can be done to a logical volume on SATA
disk technology, again using a less expensive disk for testing purposes.

3.7 DS4000 physical installation and cabling considerations

In this section we review some topics of importance when planning for the physical installation
of a DS4000 system. We review elements related to physical characteristics of an installation,
such as fiber cables, Fibre Channel adapters, and other elements related to the structure of
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the storage system and disks, including arrays, controller ownership, segment size, storage
partitioning, caching, hot-spare drives, and Remote Volume Mirroring.

3.7.1 Rack considerations

106

The DS4000 storage servers and possible expansions are mounted in rack enclosures.

General planning
Consider the following general planning guidelines:

>

Determine the:
— Size of the floor area required by the equipment:

¢ Floor-load capacity
¢ Space needed for expansion
e Location of columns

— Power and environmental requirements
Create a floor plan to check for clearance problems.

Make a full-scale template (if necessary) of the rack and carry it along the access route to
check for potential clearance problems through doorways and passage ways, around
corners, and in elevators.

Store all spare materials that can burn in properly designed and protected areas.

Rack layout

To be sure that you have enough space for the racks, create a floor plan before installing the
racks. You might need to prepare and analyze several layouts before choosing the final plan.

If you are installing the racks in two or more stages, prepare a separate layout for each stage.

Consider the following guidelines when you make a layout:

>

>

>

>

>

The flow of work and personnel within the area.
Operator access to units, as required.

If the rack is on a raised floor, position it over a cooling register. The bottom of the rack is
open to facilitate cooling.

If the rack is not on a raised floor, consider:
— The maximum cable lengths

— The need for such things as cable guards and ramps to protect equipment and
personnel

Location of any planned safety equipment.
Expansion.

Review the final layout to ensure that cable lengths are not too long and that the racks have
enough clearance.
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You need at least 152 cm (60 in.) of space between 42-U rack suites. This space is necessary
for opening the front and rear doors and for installing and servicing the rack. It also allows air
circulation for cooling the equipment in the rack. All vertical rack measurements are given in
rack units (U). One U is equal to 4.45 cm (1.75 in.). The U levels are marked on labels on one
front mounting rail and one rear mounting rail. Figure 3-88 shows an example of the required
service clearances for a 9306-900 42U rack.
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Figure 3-88 Example of service clearances for a 19-inch rack

3.7.2 Cables and connectors

In this section we discuss essential characteristics of fiber cables and connectors. This should
help you understand options that you have for connecting your DS4000 storage server, with
or without a SAN.

Important: Do not populate any unreservered or unused drive or host ports on the
DS4000 storage subsystem or expansion enclosures with any Small Form Pluggables
(SFPs).

Cable types (shortwave or longwave)

Fiber cables are basically available in multi-mode fiber (MMF) or single-mode fiber (SMF).
Multi-mode fiber allows light to disperse in the fiber so that it takes many different paths,
bouncing off the edge of the fiber repeatedly to finally get to the other end (multi-mode means
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multiple paths for the light). The light taking these different paths gets to the other end of the
cable at slightly different times (different path, different distance, different time). The receiver
must determine which signals go together as they all come flowing in.

The maximum distance is limited by how blurry the original signal has become. The thinner
the glass, the less the signals spread out, and the further you can go and still determine what
is what on the receiving end. This dispersion (called modal dispersion) is the critical factor in
determining the maximum distance that a high-speed signal can go. It is more relevant than
the attenuation of the signal. (From an engineering standpoint it is easy enough to increase
the power level of the transmitter or the sensitivity of your receiver, or both, but too much
dispersion cannot be decoded no matter how strong the incoming signals are.)

There are two different core sizes of multi-mode cabling available:

» 50 micron
» 62.5 micron

The intermixing of the two different core sizes can produce unpredictable and unreliable
operation. Therefore, core size mixing is not supported by IBM. Users with an existing optical
fiber infrastructure are advised to ensure that it meets Fibre Channel specifications and is a
consistent size between pairs of FC transceivers.

Single-mode fiber (SMF) is so thin (9 microns) that the light can barely squeeze through and
tunnels through the center of the fiber using only one path (or mode). This behavior can be
explained (although not simply) through the laws of optics and physics. The result is that
because there is only one path that the light takes to the receiver, there is no dispersion
confusion at the receiver. However, the concern with single mode fiber is attenuation of the
signal. Table 3-11 lists the supported distances.

Table 3-11 Cable type overview

Fiber type Speed Maximum distance
9 micron SMF (longwave) 1 Gbps 10 km

9 micron SMF (longwave) 2 Gbps 10 km

9 micron SMF (longwave) 4 Gbps 10 km

50 micron MMF (shortwave) 1 Gbps 500 m

50 micron MMF (shortwave) 2 Gbps 300 m

50 micron MMF (shortwave) 4 Gbps 150 m

62.5 micron MMF (shortwave) 1 Gbps 175 m/300 m

62.5 micron MMF (shortwave) 2 Gbps 90 m/150 m

Note that the maximum distance shown in Table 3-11 is just that, a maximum. Low quality
fiber, poor terminations, excessive numbers of patch panels, and so on, can cause these
maximums to be far shorter.

Interfaces, connectors, and adapters

In Fibre Channel technology, frames are moved from source to destination using gigabit
transport, which is a requirement to achieve fast transfer rates. To communicate with gigabit
transport, both sides must support this type of communication. This is accomplished by using
specially designed interfaces that can convert other communication transport into gigabit
transport.
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The interfaces that are used to convert the internal communication transport to gigabit
transport are either small form-factor transceivers (SFF), also often called Small Form
Pluggable (SFP) or Gigabit Interface Converters (GBIC). See Figure 3-89.
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Figure 3-89 Small form-factor transceiver (left) and GBIC (right)

The particular connectors used to connect a fiber to a component depend upon the
receptacle into which they are being plugged.

Tip: When you are not using an SFP or GBICs, it is best to remove it from the port on the
DS4000. This helps eliminate unnecessary wear and tear.

LC connector

Connectors that plug into SFF or SFP devices are called LC connectors. The two fibers each
have their own part of the connector. The connector is keyed to ensure correct polarization
when connected (that is, transmit to receive and vice versa).

The main advantage that these LC connectors have over the SC connectors is that they are of
a smaller form factor, and so manufacturers of Fibre Channel components are able to provide
more connections in the same amount of space.

All DS4000 series products now use SFP transceivers and LC fiber cables. See Figure 3-90.

Figure 3-90 SFP with LC connector fiber cable
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Adapter cable

The LC-SC adapter cable attaches to the end of an LC-LC cable to support SC device
connections. A combination of one LC-LC fiber cable and one LC-SC adapter cable is
required for each connection. This is used to connect from some of the older 1 Gbps devices
to a 2 Gbps capable and LC interface-based SAN. See Figure 3-91.

-
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Figure 3-91 Fibre Channel adapter cable

Interoperability of 1 Gbps, 2 Gbps, and 4 Gbps devices

The Fibre Channel standard specifies a procedure for speed auto-detection. Therefore, if a
2 Gbps port on a switch or device is connected to a 1 Gbps port, it can negotiate down and
runs the link at 1 Gbps. If there are two 2 Gbps ports on either end of a link, the negotiation
runs the link at 2 Gbps if the link is up to specifications. A link that is too long or dirty could
end up running at 1 Gbps even with 2 Gbps ports at either end, so watch your distances and
make sure that your fiber is good. The same rules apply to 4 Gbps devices. They have the
ability to auto-negotiate back down to 1 Gbps and 2 Gbps speeds, leveraging your existing
infrastructure.

Not all ports are capable of auto-negotiation. For example, the ports on the DS4400 and EXP
700 must be manually set to 1 Gbps or 2 Gbps. (These products are preset to 2 Gbps.)

3.7.3 Cable management and labeling
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Cable management and labeling for solutions using racks, n-node clustering, and Fibre
Channel are increasingly important in open systems solutions. Cable management and
labeling needs have expanded from the traditional labeling of network connections to
management and labeling of most cable connections between your servers, disk subsystems,
multiple network connections, and power and video subsystems. Examples of solutions
include Fibre Channel configurations, n-node cluster solutions, multiple unique solutions
located in the same rack or across multiple racks, and solutions where components might not
be physically located in the same room, building, or site.

Why more detailed cable management is required

The necessity for detailed cable management and labeling is due to the complexity of today's
configurations, potential distances between solution components, and the increased number
of cable connections required to attach additional value-add computer components. Benefits
from more detailed cable management and labeling include ease of installation, ongoing
solutions/systems management, and increased serviceability.

Solutions installation and ongoing management are easier to achieve when your solution is
correctly and consistently labeled. Labeling helps make it possible to know what system you
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are installing or managing, for example, when it is necessary to access the CD-ROM of a

particular system and you are working from a centralized management console. It is also

helpful to be able to visualize where each server is when completing custom configuration
tasks such as node naming and assigning IP addresses.

Cable management and labeling improve service and support by reducing problem
determination time, ensuring that the correct cable is disconnected when necessary. Labels
assist in quickly identifying which cable must be removed when connected to a device such
as a hub that might have multiple connections of the same cable type. Labels also help
identify which cable to remove from a component. This is especially important when a cable
connects two components that are not in the same rack, room, or even the same site.

Cable planning
Successful cable management planning includes three basic activities:

» Site planning (before your solution is installed)
» Cable routing
» Cable labeling

Site planning

Adequate site planning completed before your solution is installed results in a reduced
chance of installation problems. Significant attributes covered by site planning are location
specifications, electrical considerations, raised/non-raised floor determinations, and
determination of cable lengths.

Cable routing

With effective cable routing, you can keep your solution's cables organized, reduce the risk of
damaging cables, and allow for effective service and support. To assist with cable routing,
IBM recommends the following guidelines:

» When installing cables to devices mounted on sliding rails:

— Run the cables neatly along equipment cable-management arms and tie the cables to
the arms. (Obtain the cable ties locally.)

Note: Do not use cable-management arms for fiber cables.

— Take particular care when attaching fiber optic cables to the rack. Refer to the
instructions included with your fiber optic cables for guidance on minimum radius,
handling, and care of fiber optic cables.

— Run the cables neatly along the rack rear corner posts.
— Use cable ties to secure the cables to the corner posts.
— Make sure that the cables cannot be pinched or cut by the rack rear door.

— Run internal cables that connect devices in adjoining racks through the open rack
sides.

— Run external cables through the open rack bottom.

— Leave enough slack so that the device can be fully extended without putting a strain on
the cables.

— Tie the cables so that the device can be retracted without pinching or cutting the
cables.
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» To avoid damage to your fiber optic cables, follow these guidelines:
— Use great care when utilizing cable management arms.

— When attaching to a device on slides, leave enough slack in the cable so that it does
not bend to a radius smaller than 76 mm (3 in.) when extended or become pinched
when retracted.

— Route the cable away from places where it can be snagged by other devices in the
rack.

— Do not overtighten the cable straps or bend the cables to a radius smaller than 76 mm
(3in.).

— Do not put excess weight on the cable at the connection point and be sure that it is well
supported. For instance, a cable that goes from the top of the rack to the bottom must
have some method of support other than the strain relief boots built into the cable.

Additional information for routing cables with IBM Netfinity® Rack products can be found in
the IBM Netfinity Rack Planning and Installation Guide, part number 24L8055. This
publication includes pictures providing more details about the recommended cable routing.

Cable labeling
When labeling your solution, follow these tips:

» As you install cables in the rack, label each cable with appropriate identification.

» Remember to attach labels to any cables that you replace.

» Document deviations from the label scheme that you use. Keep a copy with your Change
Control Log book.

Whether using a simple or complex scheme, the label should always implement a format

including these attributes:

» Function (optional).

» Location information should be broad to specific (for example, the site/building to a specific
port on a server or hub).

» The optional Function row helps identify the purpose of the cable (that is, Ethernet versus
token ring or between multiple networks).

Other cabling mistakes
Some of the most common mistakes include:

» Leaving cables hanging from connections with no support.
» Not using dust caps.

» Not keeping connectors clean. (Some cable manufacturers require the use of lint-free
alcohol wipes in order to maintain the cable warranty.)

» Leaving cables on the floor where people might kick or trip over them.

» Not removing old cables when they are no longer needed and are not planned for future
use.

3.7.4 Fibre Channel adapters

We now review hardware-related topics for Fibre Channel adapters:

» Placement on the host system bus
» Distributing the load among several adapters
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Host system bus

Today, there is a choice of high-speed adapters for connecting disk drives. Fast adapters can
provide better performance.

Qlogic-based HBAs come in both 2 Gbps and 4 Gbps speeds. The FC4 is the new 4 Gbps
PCI-X HBA. It comes in both dual port and single port. Care should be used with the 4 Gbps
dual port, as it must be in a high performance slot. Otherwise, it could become the host
performance bottleneck.

Emulex-based HBAs come in both 2 Gbps and 4 Gbps speeds. The new 4 Gbps HBAs come
in PCI-X and PCI-E and single and dual port. Care should be used with the 4 Gbps dual port,
as it must be in a high-performance slot. Otherwise, it could become the host performance
bottleneck.

Important: Do not place all the high-speed host bus adapters on a single system bus. If
you do, the computer bus becomes the performance bottleneck.

We recommend that you distribute high-speed adapters across several busses. When you
use PCIl adapters, make sure that you first review your system specifications. Some systems
include a PCI adapter placement guide.

The number of adapters that you can install depends on the number of PCI slots available on
your server, but also on what traffic volume you expect on your SAN. The rationale behind
multiple adapters is either redundancy (failover) or load sharing.

Refer to the following Web site for a list of DS4000-supported HBAs in various platforms:
http://www-03.1ibm.com/servers/storage/disk/ds4000/interop-matrix.html

3.7.5 SAN switches

IBM offers a wide variety of SAN switches that can be used when connecting DS4000 storage
servers in a SAN infrastructure.

For a full list of products, consult the following Web site:

http://www.storage.ibm.com/ibmsan

For the latest firmware level and SAN support, see:

http://www.ibm.com/servers/storage/support/san/index.htm

For a list of DS4000-supported SAN fabrics, routers, and gateways, see:

http://www-03.1ibm.com/servers/storage/disk/ds4000/interop-matrix.html
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Managing the DS4000

This chapter presents the main features and components of the DS4000 Storage Manager
software that is used to configure, manage, and troubleshoot the DS4000 storage servers.

We start by introducing the components of the DS4000 Storage Manager and the
management methods, and then continue with an overview of the concepts and tasks used
for basic management of the storage server. Finally, we introduce the premium features, then
discuss storage virtualization.

You can use the DS4000 Storage Manager software to:

» Create new arrays and logical drives.

» Expand existing arrays and logical drives.

» Migrate to a different RAID level.

» Configure storage partitioning.

» Tune the DS4000 storage server.

» Perform diagnostic and troubleshooting tasks.

» Use advanced functions such as FlashCopy, VolumeCopy, and Enhanced Remote
Mirroring.
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4.1 DS4000 Storage Manager Software
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The DS4000 Storage Manager software is used to:

» Configure arrays and logical drives.
» Assign logical drives into storage partitions.

» Replace and rebuild failed disk drives.

» Expand the size of arrays and logical drives.

» Convert from one RAID level to another.

Storage Manager also allows you to perform troubleshooting and management tasks, like
checking the status of the storage server components, updating the firmware of RAID
controllers, and similar activities.

The IBM DS4000 Storage Manager software is packaged as two separate groups of software,
as illustrated in Figure 4-1 on page 117. The host-based software consists of all the software
components that must be installed on a host system using the storage server or a
management station controlling the storage server. The controller-based software is all of the
firmware that is required for the different components of the storage server.

Note: Not all software components are available for all platforms.
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Figure 4-1 Storage Manager software components

Host-based software

The host-based software includes the following software components:

» Storage Manager Client (SMclient)

The SMclient component provides the graphical user interface (GUI) for managing storage
systems through the Ethernet network or from the host computer.

The SMclient is called a thin client because it only provides an interface for storage

management based on information supplied by the storage system controllers. When you
install the SMclient on a management station, you send commands to the
storage-subsystem controllers. The controller firmware contains the necessary logic to

carry out the storage management commands. The controller is responsible for validating
and executing the commands and providing the status and configuration information that
is sent back to the SMclient.
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The SMclient is bundled with an Event Monitor, which can run in the background and send
alert notifications in the event of a critical problem. The Event Monitor service handles
notification functions (e-mail and SNMP traps) and monitors storage systems whenever
the Enterprise Management window is not open.

The command-line interface (SMcli) is also packaged with the SMclient and provides
command-line access to perform all management functions.

Refer to 4.1.2, “The Storage Manager client” on page 123, for additional details. The
functions of the SMclient are reviewed throughout this book.

Storage Manager Runtime (SMruntime)

The SMruntime is a Java runtime environment™ that is required for the SMclient to
function. It is not available on every platform as a separate package, but in those cases it
has been bundled into the SMclient package.

Storage Manager Agent (SMagent)

The SMagent package is an optional component that allows in-band management of the
DS4000 storage server. This agent allows you to manage your storage server using the
same path as the I/O requests coming from the system. The host agent software takes
requests from a management station that is connected to the host computer through a
network connection and passes the requests to the storage system controllers through the
Fibre Channel I/O path.

The host agent, along with the network connection on the host computer, provides an
in-band host agent type network management connection to the storage system instead of
the out-of-band direct network management connection through the individual Ethernet
connections on each controller. The management station can communicate with a storage
system through the host computer that has host agent management software installed.
The host agent receives requests from the management station through the network
connection to the host computer and sends them to the controllers in the storage system
through the Fibre Channel I/O path.

Storage Manager Utilities (SMutil)

The Storage Manager Utilities package contains command-line tools such as:

— hot_add: Allows you to dynamically discover new logical drives for use by the host.
— SMdevices: Allows you to view logical drives for the host.

— SMrepassist: Allows you to flush buffers in anticipation of a FlashCopy operation.

Note: This is a Windows-only utility. Unmount the file system when using other
operating systems.

— mppUltil: Allows you to configure and troubleshoot the RDAC driver for Linux RDAC.
This utility can display information on the RDAC driver itself, assist in debugging errors,
and can manually initiate one of the RDAC driver’s scan tasks. This utility is installed
with the RDAC driver itself.

Refer to 4.1.3, “Storage Manager utilities” on page 126, for more details.
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» Multipath Driver

Fibre Channel I/O path failover drivers or multipath drivers are installed on host
computers, depending on the operating system of the host computer. Usually, a pair of
active controllers is located in a storage system enclosure. Each logical drive in the
storage system is assigned to one of the controllers, which controls the Fibre Channel I/O
path between the logical drive and the host computer through the Fibre Channel network.
When a component in the Fibre Channel I/O path fails, such as a cable or the controller
itself, the multipath driver transfers ownership of the logical drives assigned to that
controller to the other controller in the pair.

For more information about multipath drivers refer to 4.1.5, “Multipath driver support” on
page 129.

» Controller firmware upgrade utility

With Storage Manager v10.10 a Controller firmware upgrade utility was introduced and
included in the package. This utility can also be downloaded from the IBM support Web
site as a separate package. The utility is required to upgrade controller firmware on
storage subsystems between major firmware release levels only, for example, upgrading
from firmware release v6.14 to V7.10 or later. This includes not only upgrading the
controller firmware and Non Volatile Static Random Access Memory (NVSRAM), but also
a migration of the drive configuration database (DACstore) to the new format. The upgrade
utility helps to ensure that any storage subsystem selected meets the following conditions:

— ltis at the supported levels of hardware and controller firmware.

— It has no existing conditions that may prevent the upgrade from completing
successfully.

— It has its configuration and Major Event Log (MEL) saved prior to upgrade for later use
if required.

It is offline for the minimum amount of time possible.

This utility is a stand-alone application that runs independently of any storage
management application. It is run from any workstation that has a management
connection (either in-band or out-of-band) to the storage subsystem for communication
and file-transfer purposes. A read-me file is provided within the installation directory
structure that contains restrictions, limitations, recommendations, and instructions for
using the utility.

The utility performs compatibility checking for files selected for download. Files must be
compatible with the controller type of the selected storage subsystem to allow the upgrade
to take place.

Note: Firmware release V7.10 and later are only supported on DS4200, DS4700, and
DS4800 storage subsystems.

For information about how to use the controller firmware upgrade utility refer to
Chapter 12, “Advanced maintenance” on page 661.

Controller-based software
The controller-based software consists of:

» DS4000 storage server controller firmware and NVSRAM

The controller firmware and NVSRAM are always installed as a pair and provide the
brains of the DS4000 storage server. All commands from the SMclient and SMcli come
through this code to cause actions to be performed on the storage devices. The controller
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firmware can be thought of as the operating system and application code for the storage
server, while the NVSRAM can be thought of as the configuration of the application.

» DS4000 storage server Environmental Service Modules (ESM) firmware
The ESM firmware controls the interface between the controller and the drives.
» DS4000 storage server drive firmware

The drive firmware is the software that tells the Fibre Channel (FC) drives how to behave
on the FC loop.

4.1.1 Storage subsystem management methods

120

The storage-management software provides two methods for managing storage systems:

» Host agent (in-band) management method
» Direct (out-of-band) management method

Depending on your specific storage system configurations and host systems, you can use
either or both methods. The management methods that you select determine where you must
install the software components.

Host agent (in-band) management method

When you use the host agent (in-band) management method, you manage the storage
systems through the Fibre Channel I/O path to the host. This requires installation of the
Storage Manager agent (SMagent) package. The management information can either be
processed on the host or passed to the management station through the network connection,
as shown in Figure 4-2.

DS4000 Storage Server

Fibre Channel
Connections

" Host Systems with
SMAgents Jg

Ethernet LAN (D

Management
Workstation with
DS4000 Storage
Manager Client

Figure 4-2 In-band management
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Managing storage systems through the host agent has the following advantages:
» Ethernet cables do not need to be run to the controllers.

» A host name or IP address must only be specified for the host instead of for the individual
controllers in a storage system. Storage systems that are attached to the host can be
automatically discovered.

Managing storage systems through the host agent has the following disadvantages:

» The host agent requires a special logical drive, called the access logical drive, to
communicate with the controllers in the storage system. Therefore, you are limited to
configuring one less logical drive than the maximum number that is allowed by the
operating system and the host adapter that you are using. Not all operating systems
support the access logical drive. In-band management is not supported on these systems.

» If the connection through the Fibre Channel is lost between the host and the subsystem,
the subsystem cannot be managed or monitored.

Notes: The access logical drive is also referred to as the Universal Transport Mechanism
(UTM) device.

Linux does not support the access LUN. Thus, it cannot support in-band management.

Important: If your host already has the maximum number of logical drives configured,
either use the direct management method or give up a logical drive for use as the access
logical drive.
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Direct (out-of-band) management method

When you use the direct (out-of-band) management method, you manage storage systems
directly over the network through a TCP/IP Ethernet connection to each controller. To manage
the storage system through the Ethernet connections, you must define the IP address and
host name for each controller or you must set up the DS4000 storage server to use
DHCP/BOQTP settings. The controllers must be attached to an Ethernet network, as shown

in Figure 4-3.
DS4000 Storage Server
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DS4000 Storage
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Figure 4-3 Out-of-band management

Managing storage systems using the direct (out-of-band) management method has the
following advantages:

» The Ethernet connections to the controllers enable a management station running
SMclient to manage storage systems that are connected to a host running any of the
operating systems that are supported by the current level of Storage Manager.

» An access logical drive is not needed to communicate with the controllers. You can
configure the maximum number of logical drives that are supported by the operating
system and the host adapter that you are using.

» You can manage and troubleshoot the storage system even when there are problems with
the Fibre Channel links.

» Security is enhanced because you can create management LANs/VLANs and use more
advanced solutions, such as VPN, to manage the system remotely.

» More DS4000 systems in the network can be managed through one Storage Manager
interface.
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Managing storage systems using the direct (out-of-band) management method has the
following disadvantages:

» You need two Ethernet cables to connect the storage system controllers to a network.
» When adding devices, you must specify an IP address or host name for each controller.

» You might need a DHCP/BOQOTP server, and network preparation tasks are required. You
can avoid DHCP/BOOQOTP server and network tasks by assigning static IP addresses to the
controller or by using the default IP address.

To assign static IP addresses refer to 5.2.2, “Network setup of the controllers” on
page 226.

Tip: To manage storage subsystems through a firewall, configure the firewall to open port
2463 for TCP and UDP data.

Note: On the DS4200, DS4700, and DS4800, there are two Ethernet connections per
controller. One port is designed for out-of-band management and the other port is meant
for serviceability. Previous models had only one port that handled both management and
service for each controller. The logic behind adding an extra port is to introduce additional
isolation and to separate management and service traffic from one another. Because of the
extra port, it is now desirable to have two IP addresses per controller in order to manage
and service these DS4000s appropriately. You can still operate the DS4000 with only one
IP port active per controller. You can assign either of the two ports for management or
service on a given controller.

4.1.2 The Storage Manager client

In this section we continue our overview of the Storage Manager client.

Supported host systems

The DS4000/FastT Storage Manager client is a Java-based GUI utility that is available for
various operating systems. For up-to-date information about support for specific DS4000
models and operating systems, check the DS4000 support Web site at:

http://www.ibm.com/servers/storage/support/disk
The DS4000 Storage Manager client uses two main window types to give you control over
your storage servers:

» The Enterprise Management window
» The Subsystem Management window
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The Enterprise Management window

The Enterprise Management window (Figure 4-4) is the first window that opens when you
start the storage management software. The Enterprise Management window displays a list
of all DS4000 storage servers that the client can access either directly or through the host
agents. If you can access a certain storage server in both ways, and possibly through several
host agents, you see it listed not just once, but many times in the Enterprise Management

window.
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Figure 4-4 Enterprise Management window

The utility can automatically detect new storage servers on the same subnet or you can add
them to the Enterprise Management window manually. The name, status, and management
type (through Ethernet or through host agent) are displayed for each listed storage server.
You can also perform various tasks, like executing scripts, configuring alert notification
destinations, or selecting a particular storage server (or subsystem) that you want to manage.

Note: Although a single storage server could appear listed several times in the left pane
when it is accessed by various host agents or directly attached, it only appears once in the

right pane.
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The Subsystem Management window

Once you select a system that you want to manage in the Enterprise Management window,
the Subsystem Management window for that particular system opens. As you can see in
Figure 4-5, this window has two tabs that can be alternated. A specific Subsystem

Management window allows you to manage one particular storage server, but you can have
multiple windows open at any one time.
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Figure 4-5 The Logical/physical view

Logical/physical view

The left pane shows the logical view. The storage-subsystem capacity is organized into a
tree-like structure that shows all arrays and logical drives configured on the storage server.
You can select any array or logical drive object in the tree and perform various tasks on it.

The right pane shows the physical view. The physical view displays the physical devices in the
storage system, such as controllers and drives. When you click a logical drive or other item in
the logical view, the associated physical components are displayed in the physical view.
Selection of controllers or disk drives enables you to perform tasks on them.
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Mappings view

The left pane shows the defined storage partitions, hosts, and host ports, while the right pane
shows the LUN mappings for a particular host or host group. From this window, you can see,
configure, or reconfigure which server is allowed to see which logical drive. Figure 4-6 shows
the mappings view of the logical drives that have been created in the DS4000 storage server.
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Figure 4-6 The Mappings View

Event Monitor service

The Event Monitor service handles notification functions (e-mail and SNMP traps) and
monitors storage systems whenever the Enterprise Management window is not open.

The Event Monitor is a separate program bundled with the Storage Manager client software.
(The Event Monitor cannot be installed without the client.) The Event Monitor can only be
installed on a management station or host computer connected to the storage systems. For
continuous monitoring, you are required to install the Event Monitor on a host computer that
runs 24 hours a day. Once installed, the Event Monitor runs in the background and checks for
possible critical problems. If it detects a problem, it notifies a remote system through e-mail or
Simple Network Management Protocol (SNMP), or both.

For additional information about how to set up the Event Monitor, refer to 5.3.6, “Monitoring
and alerting” on page 271.

4.1.3 Storage Manager utilities
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Storage Manager comes with command-line utilities that are installed separately from the

other components. These vary by operating system type, but generally include the following

utilities:

» hot_add: This utility is used to scan for new disks available to the operating system after
they are defined and mapped in DS4000 Storage Manager. This is especially useful for
operating systems that normally must be re-booted.

» SMdevices: This utility lists all logical drives available to the host, including target ID and
logical drive name (as defined in the DS4000 Storage Manager). This is useful if you have
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several logical drives of the same size defined for a given host because it allows you to
identify which is which before mounting and formatting under the operating system.

» SMrepassist: This utility is a host-based utility for Windows platforms and performs certain
functions needed to make the subsystem hardware FlashCopy work smoothly. It is run
against a specific drive or mount point and causes the buffers to be flushed to disk.

» mppUtil: This utility is used in conjunction with the Linux RDAC driver to configure and
troubleshoot the driver. This utility can display information on the RDAC driver itself, assist
in debugging errors, and manually initiate one of the RDAC driver’s scan tasks. This utility
is installed with the RDAC driver itself.

For information about how to install Storage Manager utilities refer to 5.1, “Installing DS4000
Storage Manager software” on page 180.

4.1.4 Host Bus Drivers for Windows

With the host bus adapter (HBA) for Windows there is a choice of two drivers, SCSIPort and
StorPort. The proper driver selection could impact performance and reliability of the entire
storage solution.

SCSiport and Storport device drivers

Microsoft Windows operating systems use two types of storage interface drivers in
conjunction with vendor-written, adapter-specific drivers (miniport drivers). These are the
SCSilport driver and the Storport driver.

Until recently, the HBA drivers developed by the different vendors have relied on the Microsoft
SCSilport driver. The SCSlport driver, however, was designed to work optimally with the
parallel SCSI interconnects used with direct-attached storage and it cannot meet the
high-performance standards of Fibre Channel SAN configurations and RAID storage
systems, such as the DS4000.

Some of these limitations are:
» Adapter I/O limits

SCSlport can support a maximum of 254 outstanding 1/O requests per adapter and thus
for all of the devices attached to that adapter. This is acceptable in a SCSI environment
knowing that the SCSI bus will only support a maximum of 15 attached devices. In a Fibre
Channel environment, and using an FC-AL topology as we have for the DS4000, the
adapter can potentially support up to 126 devices, and the SCSlport limitation of 254 I/0O
becomes a real constraint.

» Sequential /O processing

SCSlport cannot send an I/O request to the HBA and handle an interrupt from the storage
system at the same time. This inability to handle multiple 1/O requests in parallel
specifically inhibits the performance of multiprocessor systems. Although up to 64
processors may be available for I/O processing, SCSlport cannot exploit the parallel
processing capabilities.

» Error handling and bus resets

If an I/O operation encounters a command time out, SCSlport instructs the miniport driver
to perform a bus reset. This is highly disruptive in SAN environments, where many of the
attached devices can be impacted. Tape backup operations can fail due to a bus reset
being issued for an I/O time out on a disk device.
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» Increased miniport load

The SCSilport driver was designed to do the majority of the work necessary to translate
each I/O request packet into corresponding SCSI requests. However, when some
non-SCSI adapters are used with SCSlport, additional translation to non-SCSI protocols is
required. These additional steps must be performed by the miniport driver, resulting in a
degradation of system performance.

» 1/O queue limitations

SCSlport queues I/0O requests to the HBA to which the devices are connected. It does not,
however, provide a mechanism for HBA miniport drivers to control how I/O is queued to
their devices. Such control was not necessary with direct-attached storage. In SAN

environments where devices are added and removed from the network fairly regularly, 1/0
queues must be paused and resumed without accumulation of errors.

To overcome these limitations, Microsoft developed a new Storport device driver to
supplement SCSlport on Windows Server 2003 and beyond. Storport is a port driver using
FC (SCSI-3) protocol optimization. It delivers higher 1/0 throughput performance, enhanced
manageability, and improved miniport interface. Together, these changes help hardware
vendors realize their high-performance interconnect goals. Figure 4-7 shows the Windows 1/0
communication flow and the elements of the device driver.

Application

T 4

OS kernel Microsoft

‘ Port driver ‘ Windows

Host ﬁ @

Miniport Driver

T U

Firmware > HBA vendor

Fibre Channel HBA

T 4

‘ Controller Firmware ‘

FC Storage Subsystem

Storage

Figure 4-7 HBA device driver and OS device driver

Important: The Storport driver does not replace the multipath driver. The multipath driver
is not an adapter driver. It communicates with the Storport driver (see Figure 4-8 on
page 131).

All vendors are encouraged to use Storport where possible, rather than the SCSlport driver.
Certain restrictions apply, however. Storport cannot be used with adapters or devices that do
not support Plug and Play.
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The Storport driver is recommended for use with hardware RAID storage arrays and
high-performance Fibre Channel interconnects.

See the IBM support Web site for the latest Storport driver relevant to the HBA use. Refer to
the readme file when installing the driver and ensure that you follow the Microsoft hotfix
requirements for Windows Server 2003.

For the latest StorPort driver there are also minimum firmware levels on the DS4000 storage
server. The Fibre Channel host bus adapter STOR miniport device driver is supported with
controller firmware Versions 6.12.27.xx or later only.

For compatibility information, always refer to the current DS4000 interoperability matrix or the
readme file for your HBA driver.

4.1.5 Multipath driver support

IBM offers different multipath drivers that you can use with your DS4000 storage server. Only
one of those drivers is required. Table 4-1 lists the multipath driver supported by operating
system. Different drivers for older levels of firmware are still available. Contact you local IBM
support for more information.

Table 4-1 DS4000 multipath driver supportt

Operating MPIO/DSM | IBM AIX FCP AIX MPIO Linux RDAC | SDD HP

system SDDDSM devicearray PVLinks
(RDAC)

Windows 2003 Yé Y

Windows 2008 Ya Y

AIX v5.3 Y Y

AIX v6.1 \4 Yo

Linux® yd

HP-UX 11i, Ye \4

11iv2 and 11iv3

a. Driver installation is part of DS4000 Storage Manager.

b. Default driver on AIX v6.1.

c. All supported Linux variants for firmware v7.10 and later.

d. RDAC level 9.03.0C05.0013 or later required for Linux RHEL v5.2 or SLES v10 SP2.

e. Support only for HP-UX 11i and 11iv2. This includes ServiceGuard cluster support.

f. Support for all three HP-UX levels. Service Guard cluster support only on 11i and 11i v2.

A multipath device driver is not required when the host operating system has its own
mechanism to handle multiple I/O paths. Make sure in this case that you select the correct
host type, which will set the appropriate AVT/ADT settings.

Multipathing in Windows

Storage Manager V10.10 (controller firmware V7.10) and later includes a MPIO/DSM failover
driver built on the Microsoft MPIO architecture. Previous versions of Storage Manager also
included a multipath driver known as RDAC (for Windows). The RDAC choice is no longer
available.

IBM also offers a separate Subsystem Device Driver Device Specific Module (SDDDSM) to
support the DS4000 when attached to Windows 2003 and Windows 2008 servers. SDDDSM
also relies on the Microsoft MPIO architecture. The SDDDSM driver, however, is not
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packaged with the Storage Manager host code and can be downloaded from the IBM support
Web site.

In summary, for Windows 2003 and Windows 2008 hosts, there is currently a choice of two
multipath drivers:
» SM MPIO/DSM failover driver (multipath driver built on the MPIO technology)

» Subsystem Device Driver Device Specific Module: IBM multipath driver also built on MPIO
technology

Note: Since Storage Manager V10.10, RDAC is no longer available or supported for
Windows. If you are upgrading your system from a previous version to firmware V7.10 and
Storage Manager V10.10 or later, you must uninstall RDAC and use the SM MPIO/DSM
failover driver or SDDDSM for Windows instead.

Note: Only the SM MPIO/DSM failover driver is included in DS Storage Manager host
code. SDDDSM is available from the IBM support Web site.

SM MPIO/DSM failover driver

The SM MPIO/DSM failover driver packaged with the DS4000 SM code is a Microsoft
MPIO-based driver. The SM MPIO/DSM failover driver consists of a DS4000 Device Specific
Module (DSM) and uses MPIO to provide LUN multipath functionality while maintaining
compatibility with existing Microsoft Windows device driver stacks.

The SM MPIO/DSM failover driver performs the following tasks:

» Detects and claims the physical disk devices presented by the DS4000 storage
subsystems based on vendor/product ID strings and manages the logical paths to the
physical devices.

» Presents a single instance of each LUN to the rest of the Windows operating system.
» Provides an optional interface via WMI for use by user-mode applications.

» Relies on the Device Specific Module for the information about the behavior of storage
subsystem devices on the following:

— 1/O routing information

— Conditions requiring a request to be retried, failed, failed over, or failed back (for
example, vendor-unique errors)

— Handles miscellaneous functions such as release/reservation commands

» Multiple Device Specific Modules for different disk storage subsystems can be installed on
the same host server.

The SM MPIO/DSM failover driver is currently supported only with the following:

» Controller firmware Versions 6.12.xx.xx and later.

» Fibre Channel host bus adapter device drivers based on Microsoft Storport miniport
device driver models. See the IBM support Web site for the latest Storport driver relevant
to the HBA used.

Note: The SM MPIO/DSM failover driver is currently supported only with controller
firmware Versions 6.12.xx.xx and later.
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In Device Manager the SM MPIO/DSM failover driver is seen as the Multipath Disk Device
(Figure 4-8).
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Figure 4-8 Disk drives using MPIO multipath driver

Co-existence of RDAC and the SM MPIO/DSM failover driver in the same host is not
supported. RDAC and SMMPIO/DSM failover drivers handle logical drives (LUNS) in fail
conditions similarly because the DSM module that has code to handle these conditions is
ported from RDAC. However, the SM MPIO/DSM failover driver will be the required Microsoft
multipath driver for future Microsoft Windows operating systems. Furthermore, as specified
before, RDAC for Windows is no longer supported starting with SM V10.10 (firmware V7.10).

IBM SDDDSM

Subsystem Device Driver Device Specific Module is another IBM multipath 1/0 solution also
based on Microsoft MPIO technology. It is a device-specific module specifically designed to
support various IBM storage devices (not just the DS4000 family). SDDDSM is only
compatible with Storage Manager V10.10 (and firmware V7.10) and later. It resides in a host
system with the native disk device driver and provides the following functions:

» Enhanced data availability

The SDDDSM, residing on the host system, uses the multipath configuration to enhance
data availability. That is, when there is a path failure, the SDDDSM reroutes I/O operations
from the failing path to an alternate operational path. This capability prevents a single
failing bus adapter on the host system, SCSI or Fibre Channel cable, or host-interface
adapter on the disk storage system from disrupting data access.

» Dynamic I/O load-balancing across multiple paths

By distributing the I/O workload over multiple active paths, the SDDDSM can provide
dynamic load balancing. In the event of failure in one data path, the SDDDSM
automatically switches the affected I/O operations to another active data path, ensuring
path-failover protection.

» Automatic path failover protection

The SDDDSM failover protection feature minimizes any disruptions in I/0O operations and
recovers I/O operations from a failing data path. The SDDDSM provides path-failover
protection using the following process:

a. Detects a path failure.
b. Notifies the host system of the path failure.
c. Selects and uses an alternate data path.
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» Concurrent download of licensed internal code

With the SDDDSM multipath mode (configured with at least two paths per SDDDSM vpath
device), you can concurrently download and install new firmware while applications
continue to run.

» Path-selection policies for the host system

The SDDDSM distinguishes the paths to a virtualization product LUN—paths on the
preferred controller and paths on the alternate controller.

Other vendors multipath drivers

Besides the SM MPIO/DSM failover multipath driver provided as part of the DS4000 Storage
Manager host software package or the other IBM-supplied SDDDSM, you can also use other
host software package such as Symantec (Veritas) Dynamic Multipathing for Windows (DMP)
with the DS4000. However, the installation and support of these multipath drivers will not
come from the IBM DS4000 support team. You must contact the provider of these multipath
drivers for installation and ongoing support.

Multipathing in AIX

At the time of writing, the only IBM-supported multipath driver for AIX when attached to a
DS4000 storage subsystem is the AIX FCP disk array driver (RDAC).

AIX FCP disk array

The AIX FCP disk array (also known as RDAC for AIX) package is an IBM multipath device
driver that provides controller failover support when a failure occurs anywhere along the Fibre
Channel I/O path. The AIX FCP disk array driver uses LUN-level failover and supports four
paths to the storage.

The driver is contained in AlX file sets that are not included on the DS4000 Storage Manager
installation CD. Refer to “Installing AIX FCP disk array (RDAC) driver” on page 196 for details.

AIX MPIO

With AIX Multiple Path 1/0 (MPIO) a device can be uniquely detected through one or more
physical connections, or paths. A path-control module (PCM) provides the path management
functions. An MPIO-capable device driver can control more than one type of target device. A
PCM can support one or more specific devices. Therefore, one device driver can be
interfaced to multiple PCMs that control the 1/O across the paths to each of the target devices.
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Multipathing in Linux

Storage Manager 9.10 introduced a new Linux Redundant Dual Active Controller (RDAC)
driver that is recommended over the previous multipathing solution, which involved a failover
version of the HBA driver. The two different multipathing solutions are illustrated in Figure 4-9.
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Figure 4-9 Linux RDAC driver versus HBA failover driver

The Linux RDAC provides redundant failover/failback support for the logical drives in the
DS4000 storage subsystem that are mapped to the Linux host server. The Linux host server
must have Fibre Channel connections to the host ports of both controllers A and B of the
DS4000 storage subsystem. It is provided as a redundant path failover/failback driver
alternative to the Linux FC host bus adapter failover device driver.

Remember that the use of RDAC requires that you use the non-failover Linux HBA driver.

Note: You cannot use different HBA types as a failover pair. For example, you cannot fail
over an IBM DS4000 FC2-133 HBA to an IBM DS4000 FC 4 Gbps HBA.

Note: In Linux, RDAC cannot be installed with the installation wizard. If you need RDAC,
you must download and install it separately.

The RDAC multipath driver consists of two parts. One part (mppUpper) is loaded before any
HBA is loaded and prevents the HBA from advertising the LUNSs to the system, while the other
part (mppVhba) is a virtual HBA on top of the real HBA, which is responsible for bundling the
different paths to the same LUN to a single (multipath) device.
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Important: Linux RDAC does not support auto-volume transfer/auto-disk transfer
(AVT/ADT) mode. If you are using the RDAC driver, you must disable AVT/ADT. AVT/ADT
is automatically enabled if the Linux storage partitioning host type is selected. Disable it by
using the script that is bundled in the IBM Linux RDAC Web package or in the \Scripts
directory of the DS4000 Storage Manager Version 9 or later Linux CD. The name of the
script file is DisableAVT_Linux.scr.

Review your system requirements and additional support information in the latest Linux
RDAC readme file for your specific DS4000 storage system and code level.

4.1.6 AVT or non-AVT mode

134

AVT is a built-in feature of controller firmware that allows logical drive-level failover rather than
controller-level failover (as is the case with RDAC).

The ADT feature is automatically disabled or enabled depending on the type of host ports on
the host partition to which you mapped the logical drives. It is disabled by default for Microsoft
Windows, IBM AIX, and Sun Solaris operating systems. It is enabled by default for Linux,
Novell NetWare, and HP-UX operating systems.

Note: AVT is not a failover driver. AVT provides storage systems with the flexibility to work
with third-party failover software.

» AVT-disabled failover

The multi-path software will send a SCSI Mode Select command to cause a change in
volume ownership (see 4.3.5, “Controller ownership” on page 164) before using the
alternate path. All logical drives on the preferred controller are transferred to the alternate
controller. This is the configuration setting for Microsoft Windows, IBM AIX, Sun Solaris,
and Linux (when using the RDAC driver and non-failover Fibre Channel HBA driver)
systems. When AVT is disabled, the I/O data path is still protected as long as you use a
multi-path driver. After the I/O data path problem is corrected, the preferred controller does
not automatically reestablish ownership of the logical drive. You must open a storage
management window, select Redistribute Logical Drives from the Advanced menu, and
perform the redistribute logical drives task. Figure 4-10 on page 135 shows the
AVT-disabled failover mode phases.

Note: In AVT-disabled mode, you are required to issue a redistribution command
manually to balance the LUNs across the controllers.
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Figure 4-10 AVT-disabled mode path failover
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» AVT-enabled failover

The multi-path driver will start using the alternate path by sending the 1/0 down the path
that it chooses and let the AVT react. This is the normal configuration setting for Novell
NetWare, Linux (when using FC HBA failover driver instead of RDAC), and Hewlett
Packard HP-UX systems. After the 1/0 data path problem is corrected, the preferred
controller automatically reestablishes ownership of the logical drive as soon as the
multipath driver detects that the path is normal again. Figure 4-11 shows the phases of
failover in the AVT-enabled case.

Note: In AVT mode, RDAC automatically redistributes the LUNs to their preferred path

after the failed path is operational again.

Phase1 '2 see Figure 4-10
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Figure 4-11 AVT-enabled mode path failover

4.2 DS4000 management concepts and basics

This section describes common administration tasks required to manage a DS4000
storage server. In addition, this section discusses and provides guidance on several
storage concepts like the new firmware architecture, RAID levels, controller ownership,

and caching.

For specific details on how to set up and tune the system, refer to Chapter 5, “Step-by-step

procedures using Storage Manager” on page 179.

4.2.1 Firmware design

Firmware V7.10 introduced a new firmware architecture. This is a fundamental redesign of
the former firmware code and the way it is structured. It is a move to a single, updated
configuration database that takes better advantage of the 512 MB DACStore region on the

disk drives.
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This restructuring provides the foundation needed for several new key features such as
greater than 2 TB logical drives, introduction of RAID-6, more than 30 disk drives per array for
RAID-0 and RAID-1, and the increase in number of partitions, to name a few. This also
provides an orderly management of migration scenarios. An ask first policy before inbound
migration of drives with existing configuration information is also implemented (see 12.4.2,
“Migrating an array” on page 702).

When using Copy Services, the DS4000 migration assistant assists you with safer logical
drive relocation and migrations.

Note: Due to this redesign of the firmware architecture and the way that it is structured to
accommodate the new features, upgrade to V7.10 firmware and later from versions prior to
V7.10 is non-concurrent and requires all I/0O to the controllers to be stopped while the
firmware upgrade takes place. A specific firmware upgrade utility is available and must be
used to perform the upgrade between major firmware release levels (refer to “Upgrading to
firmware level 7.xx” on page 668 for details).

4.2.2 DACstore

DACstore is an area on each drive in a DS4000 storage subsystem or expansion enclosure
where configuration information is stored. This 512 MB reservation (as pictured in
Figure 4-12) is invisible to a user and contains information about the DS4000 configuration.
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Figure 4-12 The DACstore area of a DS4000 disk drive

Important: Since firmware level 7.10, the DACstore has been restructured. This is why
upgrading to 7.10 and later from version prior to v7.10 must be done offline, in
non-concurrent mode. Refer to “Upgrading to firmware level 7.xx” on page 668.

The DACstore includes:

Drive state and status

WWN of the DS4000 controller (A or B) behind which the disk resides
Logical drives contained on the disk

Failed drive information

Global Hot Spare state/status

Storage subsystem identifier (SAl or SA Identifier)

SAFE Premium Feature Identifier (SAFE ID)
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Storage subsystem password

Media scan rate

Cache configuration of the storage subsystem
Storage user label

MEL logs

LUN mappings, host types, and so on

Copy of the controller NVSRAM
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Why DACstore
This unique feature of DS4000 storage servers offers a number of benefits:

» Storage system level reconfiguration: Drives can be rearranged within a storage system to
maximize performance and availability through channel optimization.

» Low-risk maintenance: If drives or disk expansion units are relocated, there is no risk of
data being lost. Even if an entire DS4000 subsystem must be replaced, all of the data and
the subsystem configuration could be imported from the disks.

» Data intact upgrades and migrations: All DS4000 subsystems recognize configuration and
data from other DS4000 subsystems so that migrations can be for the entire disk
subsystem (as shown in Figure 4-13) or for array-group physical relocation (as illustrated
in Figure 4-14).
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Figure 4-13 Upgrading DS4000 controllers
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Figure 4-14 Relocating arrays
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4.2.3 Arrays and logical drives

An array is a set of physical drives that the controller logically groups together to provide one
or more logical drives to an application host or cluster.

Starting with controller firmware V7.10, more than 30 drives in an array are supported for
RAID-0 and RAID-1 arrays, up to 112 drives for DS4200 and DS4700 storage subsystems,
and up to 224 drives per DS4800 storage subsystem. In certain DS4000 configurations, this
could improve performance, provided that your system is optimally tuned. It also improves the
data capacities of these arrays. Note that RAID-1 and RAID-10 require an even number of
disk drives. RAID-3, RAID-5, and RAID-6 arrays can contain a maximum of 30 physical drives
only.

Starting with controller firmware V7.10, logical drives greater than 2 TB are supported. With
the ever-increasing size of physical disk drives, creating logical drives greater than 2 TB will
become more common. This could typically be used with applications using large files
requiring sequential access, like digital video, multimedia, and medical imaging.

Previously, if an application had a specific requirement for a logical drive greater than 2 TB, it
was dependant on the operating system to provide the capability of combining several logical
drives into one virtual drive presented to the application. This feature shifts the management
of greater than 2 TB logical drives to the DS4000 Storage Subsystem.

Table 4-2 reflects the maximum logical volume size supported per operating system.

Table 4-2 Maximum logical volume sizes

Operating system

Maximum logical volume size
supported by operating system

Windows 2000

Approximately 256 TB

Windows Server 2003

Approximately 256 TB

Windows Server 2008

Approximately 256 TB (NTFS)
Approximately 18,000,000 TB (GPT)

Solaris 8 1TB

Solaris 9, 10 16 TB

AIX v5.2 and v5.3 1 TB on 32 bit, 2 ZB on 64 bit
HP-UX 11.11 2TB

HP-UX v11.23 32TB

Linux (2.6 kernel) 8 EB

NetWare

2 TB using NSS

Creating arrays and logical drives

Note: Very large logical drives could have a negative performance impact. This can be
reduced by spreading the logical drive across multiple disks, spanning as many disks as
possible. Rebuild time of the logical drives in case of a failure might also be negatively
impacted with large logical drives.

A logical drive is a logical structure that you create on a storage system for data storage.
Creating arrays and logical drives is one of the most basic steps and is required before you
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can start using the physical disk space. That is, you divide your disk drives into arrays and
create one or more logical drives inside each array.

Through Storage Manager you have the option of letting the system automatically create
arrays for you. This usually ensures the most optimal balance between capacity,
performance, and redundancy. The automatic configuration provides you with a suggested
configuration per RAID level (provided that there are enough unassigned drives to satisfy the
minimum requirement per RAID level). Each configuration provides volume groups, volumes,
and hot spare drives.

You also have the option to select your own characteristics for the automatic configuration
specifying the RAID level required, number of logical drive groups, number of disk drives per
array, number of hot spare drives required, and I/O characteristics associated with the
configuration.

On an already configured storage subsystem this feature lets you automatically configure the
arrays using the remaining unconfigured storage capacity. Any free capacity on existing
arrays within the storage subsystem will not be configured.

The Create Logical Drive wizard allows you to manually create one or more logical drives on
the storage system. Using the wizard, select the capacity that you want to allocate for the
logical drive (free capacity or unconfigured capacity) and then define basic and optional
advanced logical drive parameters for the logical drive.

Tip: Storage Manager allows you to use the default setup through the automatic
configuration, should you not have a specific setup requirement. This usually ensures the
optimal balance between capacity, performance, and redundancy.

For more information refer to “Creating arrays and logical drives” on page 253.

In the simplest configuration, all of your drives would be assigned to one array, and multiple
logical drives could be created within it. This configuration presents the following drawbacks:

» If you experience a drive failure, the rebuild process will affect all logical drives and the
overall system performance will go down.

» There is no way to mitigate the impact of high read/write operations on particular logical
drives. For example, if there is database application on one of the logical drives in the
single array and another logical drive is being swamped with 1/O requests, the database
application is impacted. Separate arrays w